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Abstract

Opinion stream mining aims at learning and
adaptation of a polarity model over a stream
of opinionated documents, i.e., documents
associated with a polarity. They comprise a
valuable tool to analyze the huge amounts
of opinions generated nowadays through the
social media and the Web. In this chapter, we
overview methods for polarity learning in a
stream environment focusing especially on how
these methods deal with the challenges imposed
by the stream nature of the data, namely the
nonstationary data distribution and the single
pass constraint.

Work partially done while with the Ludwig-Maximilians
University, Munich.

Synonyms

Mining a Stream of Opinionated Documents;
Polarity Learning on a Stream

Definition

Opinion stream mining is a variant of stream
mining, of text mining and of opinion mining.
Its goal is learning and adaptation of a polarity
model over a stream of opinionated documents.
An “opinionated document” is a text associated
with a “polarity.” Polarity is a value that rep-
resents the “strength” and the “direction” of an
opinion. The strength can be a categorical value
(e.g., C, �) or a ranking value (e.g., zero to
five stars) or a continuous value (e.g., in the
interval Œ0; 1�). The direction refers to whether the
opinion is positive, negative, or neutral. Strength
and direction are often mixed. For example, in a
ranking using stars, five stars may stand for a very
positive opinion, zero stars for a very negative
one, and three stars for a neutral one.

As a variant of stream mining, opinion stream
mining is subject to challenges of learning on a
stream: adapting to changes in the data generating
distribution – a phenomenon often called concept
drift and processing the data as they arrive (in
a single pass), since they cannot be retained
permanently.

As a variant of text mining, opinion stream
mining is subject to challenges of learning
from texts: identifying the parts of speech that
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are in the text (e.g., verbs, adjectives, etc.);
bringing the individual words into stem form
(e.g., “opinions”!“opinion”); deciding which
words will constitute the feature space and
which are not informative and should be ignored;
modeling the similarity between texts, taking
(among other issues) differences in the length of
texts into account; extracting the “entities” from
the text (e.g., persons, products); and detecting
the “topics” of discourse in the texts.

As a variant of opinion mining, opinion stream
mining faces further challenges: distinguishing
between words that bear sentiment (e.g., “nice,”
“ugly”) and those referring to facts (e.g., “sauna,”
“phone”) and discerning different forms of sen-
timent (e.g., anger, joy). For static data, these
challenges are addressed with techniques of nat-
ural language processing (NLP), text mining,
and Sentiment Analysis and Opinion Mining
(cf. lemma).

The aforementioned challenges are exacer-
bated in the stream context. Opinion stream min-
ing provides solutions for learning and adapting
a polarity model in a volatile setting: the topics
in the opinionated documents may change; the
attitude of people toward an entity (e.g., person,
product, event) may change; the words used by
people to express polarity may change; and even
the words used by people, i.e., the vocabulary,
may also evolve over time.

Motivation, Main Tasks, and
Challenges

With the rise of WEB 2.0, more and more people
use social media to upload opinions on essentially
every subject – on products, persons, institutions,
events, and topics of discourse. These accumu-
lating opinionated data are valuable sources of
information that can deliver valuable insights on
the popularity of events; on the properties of
products that are deemed important; on the pos-
itive or negative perception people have toward
a product, person, or institution; on their attitude
toward a specific subject of discourse; etc.

Background: The analysis of opinionated data
is investigated in the research areas of senti-
ment analysis and opinion mining. These two
areas overlap, whereby research on sentiment
analysis puts more emphasis in understanding
different types of “sentiment” (e.g., irony, anger,
sadness, etc.), while opinion mining focuses more
on learning models and discerning trends from
data that simply have positive or negative “polar-
ity” (or are neutral). For an extensive discussion
of the subject, the reader is referred to the lemma
Sentiment Analysis and Opinion Mining.

In Liu (2012), Bing Liu defines four opinion
mining tasks as follows:

1. Entity extraction: “Extract all entity ex-
pressions in a document, and categorize or
group synonymous entity expressions into
entity clusters. Each entity expression cluster
indicates a unique entity ei .”

2. Property extraction: “Extract all property ex-
pressions of the entities, and categorize these
property expressions into clusters. Each prop-
erty expression cluster of entity ei represents
a unique property aij .”

3. Opinion holder extraction: “Extract opinion
holders for opinions from text or structured
data and categorize them. The task is analo-
gous to the above two tasks.”

4. Sentiment classification: “Determine whether
an opinion on a property aij is positive, nega-
tive, or neutral, or assign a numeric sentiment
rating to the property.”

Among these tasks, the first one is not peculiar
to opinion mining: entity extraction (EEX) is
a subtask of document analysis. A widespread
special case of EEX is named-entity recognition
(NER); a minister is an entity, and a specific
minister is a named entity. The goal of EEX and
NER is to identify and annotate all entities in a
document. To this purpose, NLP techniques are
used, as well as collections of “named entities”;
a list of the towns in a country is an example of
such a collection.
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The second task can be generalized in two
ways. First, the properties need not be associated
to an explicitly defined entity (e.g., a person
or city); they may also be topics or subtopics
under a subject of discourse (e.g., air pollution
as a subtopic of environment pollution). Further,
clustering is not the only way of identifying
properties/topics: aspect-based opinion mining is
a subdomain of topic modeling (cf. lemma Topic
Models for NLP Applications for the general
domain). In this subdomain, a document is per-
ceived as a mixture of topics and sentiments.

In opinion stream mining, the collection of
opinionated documents is not perceived as a static
set but as an ongoing stream. While the first and
third of the aformentioned tasks remain largely
unchanged, the second and forth task must be
redefined in the stream context. The task of prop-
erty extraction on the stream is addressed with
methods of dynamic topic modeling (see Blei and
Lafferty (2006) for the core concepts) and with
methods of text stream clustering (Aggarwal and
Yu 2006).

The task of sentiment classification becomes
a stream classification problem for an evolving
text stream. Hereafter, we denote this task as
“learning a polarity model” or simpler “polarity
model learning,” without referring explicitly to
the fact that the model is learned on a stream.

Challenges of opinion stream mining: The
challenges faced in opinion stream mining for
property extraction and polarity learning emanate
from the different aspects of volatility in the
opinionated stream:

(a) The data evolve with respect to the target
variable: The attitude of people toward a
subject of discourse, a person, a product, or
some property of this product may change
over time. This corresponds to a change in the
priors of the polarity class.

(b) The topics evolve: New subjects of discourse
emerge, some product properties become un-
interesting while others gain momentum. The
learning algorithm must recognize that peo-
ple discuss different topics.

(c) The vocabulary evolves: New words show up,
some words fall out of use, and the polarity
of some words may change. This means that
the high-dimensional feature space used by
the learning algorithm changes during the
process of learning and adaption.

(d) Labels are scarce: In conventional stream
classification, it is assumed that fresh labels
are timely available for classifier adaption.
Opinionated streams are fast and the inspec-
tion of opinions is a tedious task. So, the
demand for human intervention/supervision
for document labeling must be limited.

Main tasks of opinion stream mining: In
response to challenges (a) and (c), opinion stream
mining encompasses solutions for polarity model
learning and adaption and also when the class
priors change and when the vocabulary evolves.
Next to fully supervised solutions, there are also
semi-supervised learning methods and active
learning methods, in response to challenge (d). In
the following, we elaborate on supervised, semi-
supervised, and active stream mining approaches
for the classification of opinionated streams.

For challenge (b), we refer the reader to litera-
ture on text stream clustering, starting, e.g., with
Aggarwal and Yu (2006), and to literature on
dynamic topic modeling, starting with Blei and
Lafferty (2006) and Wang and McCallum (2006).
Dynamic topic modeling for opinionated docu-
ment streams gained momentum in the last years,
resulting in several works on dynamic topic mix-
ture models that capture both aspects (properties)
and sentiment. An example is Fu et al. (2015)
on dynamic nonparametric hierarchical Dirichlet
process topic modeling. An important character-
istic of this work is that the number of topics can
be determined automatically and adjusted over
time. Further, an aging (time-decay) component
is incorporated into the learning process; this
allows for forgetting old topics (Fu et al. 2015).
As we discuss in the next section, the issue of
forgetting is also essential in supervised learning
over the stream, as means of adaptation to con-
cept drift.
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Opinion Stream Mining, Fig. 1 Polarity learning on a stream of opinionated documents – fully supervised, semi-
supervised, and active learning options

Polarity Learning in an Opinionated
Stream

Polarity learning is a supervised task that in-
volves model learning and model adaption over
an opinionated stream, i.e., an infinite sequence
D of arriving instances d1; � � � ; di ; � � � . An in-
stance/opinionated document is a vector over
a word vocabulary V , which is built up and
changes over time.

An instance has a polarity label c. We denote
the class attribute by C . Much of the research on
opinion stream mining considers streams where
documents have positive or negative polarity and
are mixed with neutral documents. We use this
convention in the following, i.e., we assume that
the polarity label is one of positive (C), negative
(�), or neutral (;).

Workflow
The fully supervised stream learning scenario
implies that the model is continuously learned
on arriving, labeled instances. To deal with the
label scarcity challenge, opinion stream mining
research also contributes semi-supervised meth-
ods that learn with only an initial seed of la-
beled instances and active learning methods that

request a label for only some of the arriving
instances. An abstract workflow of the learning
tasks is depicted in Fig. 1, distinguishing among
supervised, semi-supervised, and active learning.

As can be seen in the figure, an initial classifier
is trained on a starting set of manually labeled
instances Seed. This set can be a small corpus
of carefully selected opinionated documents that
are representative of the stream, at least at the
beginning, or the Seed can consist solely of the
first arriving documents in the stream. Labels
delivered by a human expert are denoted in the
figure as “true labels,” as opposed to the “pre-
dicted labels” that are assessed by the classifier.

In each subsequent step, the classifier pre-
dicts the labels of the arriving documents. For
supervised learning, a human expert immediately
delivers the true labels, which are then used
for model adaption. In semi-supervised learning,
the classifier adapts by using (a selection of)
instances with predicted labels. In active learning,
the expert is asked to deliver true labels only for
some of the arriving documents which are then
used for model adaption. These three ways of
polarity learning are discussed hereafter.

The instances of the stream may be processed
one by one as they arrive, or they may be
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stored into “chunks” (also called “blocks” or
“batches”). In the first case, i.e., in “instance-
based” processing, the classifier is adapted
after seeing each new instance. In “chunk-
based” processing, the classifier adapts after
each chunk. A chunk may be a fixed-sized
block of documents or it may be defined
at different levels of temporal granularity,
e.g., hourly, daily, or weekly. Instance-based
processing allows for fast adaption; however, the
processing cost is higher as the model is updated
after each instance. Chunk-based processing is
more appropriate for streams where changes
in the topics and/or vocabulary are manifested
gradually. A detailed discussion of instance- vs
chunk-based methods can be found in the lemma
Stream Classification.

Fully Supervised Opinion Stream
Classification
Fully supervised polarity learning on an opin-
ionated stream is performed in the same way as
stream classification in a conventional stream.
The reader is referred to the lemma Stream
Classification for a detailed elaboration on the
interaction between the classifier and the stream,
the detection of drift, and the adaption of the
model. For opinionated streams, two aspects are
of particular interest: how to choose a classifica-
tion algorithm for polarity learning and how to
deal with changes in the vocabulary.

Stream classification algorithms for polarity
learning. Since there are many stream classifi-
cation algorithms, it is reasonable to investigate
how appropriate they are for learning on an opin-
ionated stream. Several comparative studies have
emerged at the beginning of the decade, including
Bifet and Frank (2010) and Gokulakrishnan et al.
(2012). In Gokulakrishnan et al. (2012), Goku-
lakrishnan et al. study a Twitter stream (i.e., a
stream of short texts) and evaluate multinomial
Naive Bayes (MNB), support vector machines
(SVM), Bayesian logistic regression, sequential
minimal optimization (SMO), and random forests
(RF); they show that Bayesian classifiers, RF, and
SMO outperform the other methods. In Bifet and
Frank (2010), Bifet et al. compare MNB, stochas-

tic gradient descend (SGD), and a Hoeffding tree
(HT) algorithm; they report that MNB and SGD
perform comparably when the stream is stable,
but MNB has difficulties in adapting to drifts. In
terms of efficiency, MNB is the fastest and HT is
the slowest.

In their survey on concept drift adaption
(Gama et al. 2014), Gama et al. elaborate on
how forgetting of old data can be used to adjust
a model to drift, and they discuss different
forgetting strategies. The Hoeffding tree variant
AdaHT (Bifet and Gavaldà 2009) forgets subtrees
if performance degrades. In an opinionated
stream, it is reasonable to also forget words,
i.e., parts of the feature space, since the choice
of words used in the data (here: documents!)
may also change. The MNB variant proposed in
Wagner et al. (2015) quantifies the contribution
of a word to the polarity model by considering
the number of documents containing this word
and the recency of these documents; this variant
is shown to adapt well to changes in the stream.

Stream classification algorithms for an evolv-
ing vocabulary. The problem of vocabulary
evolution is rarely investigated in the context of
stream mining. There are studies on online topic
modeling and clustering on text streams, in which
the model is adapted when the vocabulary – the
feature space – changes (AlSumait et al. 2008;
Gohr et al. 2009; Zimmermann et al. 2016), but
most studies assume that all words are known in
advance, and only their contribution to the model
may change over time.

Among the stream classification algorithms,
adaption to an evolving vocabulary is possible
for some algorithms. The Hoeffding tree variant
AdaHT (Bifet and Gavaldà 2009) can forget dep-
recated words when it forgets parts of the model
(subtrees) and may be able to include new words
when it builds new subtrees. The multinomial
Naive Bayes variant proposed in Wagner et al.
(2015) does modify the vocabulary, by consider-
ing at each timepoint only words that appear often
in recent documents.

Adaption to an evolving vocabulary is an open
problem. Currently, only few stream classifica-
tion algorithms can deal with changes in the
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feature space. How to employ other classification
algorithms over the opinionated stream? The fall-
back solution is to extend the workflow by a task
that regularly recomputes the vocabulary/feature
space from the most recent documents and then
re-initializes the polarity model. This solution has
the disadvantage that the old model is completely
forgotten, but the advantage that any stream clas-
sification algorithm can be used for learning.

Semi-supervised Opinion Stream
Classification
Goal of semi-supervised stream learning is to
learn a model on an initial set of manually la-
beled documents, sometimes called the “seed
set” or “initial seed,” and then adapt the model
by using the arriving unlabeled instances. Semi-
supervised methods have the inherent advantage
of not demanding human intervention after the
initialization of the model.

For this family of methods, the initial seed
is the only available ground truth. Hence, it is
essential that the instances comprising the seed
set are a representative sample. Evidently, this
sample ceases being representative, as soon as
concept drift occurs. Semi-supervised learning
algorithms adapt to drift by building a training
set that consists of the initial seed and arriving
unlabeled instances, to which they themselves
assign the labels. There are two strategies for the
selection of unlabeled instances to be labeled by
the classifier and added to the training set. The
first strategy chooses instances on the grounds
of the classifier’s confidence to the predicted
labels. The second strategy chooses instances by
considering their similarity to previously labeled
instances.

First strategy. Chapelle et al. point out that
“Probably the earliest idea about using unla-
beled data in classification is self-learning, which
is also known as self-training, self-labeling, or
decision-directed learning. This is a wrapper-
algorithm that repeatedly uses a supervised learn-
ing method. It starts by training on the labeled
data only. In each step a part of the unlabeled
points is labeled according to the current decision
function; then the supervised method is retrained

using its own predictions as additional labeled
points . . . ” (Chapelle et al. 2006). However, self-
training may lead to performance deterioration,
because erroneous predictions of the classifier
lead to erroneous labels in the training set.

Another approach is the “co-training” of sev-
eral independent classifiers (Blum and Mitchell
1998). In the context of text classification,
Aggarwal and Zhai propose to split the feature
space into subsets and train an independent
classifier on each subset (Aggarwal and Zhai
2014); then, high-confidence predictions of
each single classifier are used to feed the other
classifiers with new labels, so that no classifier is
trained on its own predictions.

An example of co-training on a stream of
tweets is in Liu et al. (2013): the complete feature
space encompasses both text features (such as ad-
jectives) and non-text features (e.g., emoticons).
Views are built over this feature space, and a
classifier (multiclass SVM) is trained on each
view, using a small set of labeled instances only.

Second strategy. As an alternative to self-
training and co-training, the second semi-
supervised strategy adds to the training set
those instances that are most similar to already
labeled instances. One way to capitalize on
labeled instances under this strategy is to cluster
labeled and unlabeled instances together, then
determine the label of each cluster from the
labeled instances in it, and finally select for
training some unlabeled instances per cluster
(e.g., those closest to the cluster center).

In the context of opinionated semi-supervised
stream learning, a clustering-based strategy
brings two advantages. First, text stream
clustering algorithms can be used, whereupon the
clusters are updated gradually, as new unlabeled
instances arrive. Further, these clusters reflect
the properties/topics in the opinionated stream,
thus addressing challenge (b) of task 2 on
opinionated streams (cf. section on “Motivation,
Main Tasks, and Challenges”). Example methods
have been proposed by Gan et al. (2013) and by
Zimmermann et al. (2015a).

In the previous section on fully supervised
learning, we point out that forgetting (old data,
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part of the model, part of the feature space)
may be beneficial for model adaption (cf. Gama
et al. 2014). When learning in a semi-supervised
way, though, forgetting may have negative side
effects: since the seed set is the only ground
truth provided by the human expert, forgetting
those “precious” data labels is likely to lead to
performance deterioration.

Active Learning for Opinion Stream
Classification
Similarly to semi-supervised approaches, active
learning methods attempt to learn and adapt to
the ongoing stream without demanding a label
for each arriving instance. Instead of re-acting to
the labels that become available, active methods
proactively (thereof the name “active”) request
labels for the instances expected to be most in-
formative for learning.

In active stream learning, there are two ways
of requesting labels for some of the arriving
instances. In the pool-based scenario, unlabeled
instances are collected into a pool; the active
learning algorithm chooses a subset of them and
asks for their labels. In the sequential scenario,
the algorithm decides for each arriving instance
whether it will request a label for it. An overview
of active learning methods for conventional
streams is in Zliobaite et al. (2011).

Active learning is often used for various text
mining tasks, including sentiment classification
(Zhou et al. 2013). Active algorithms for opinion-
ated streams also gain momentum. CloudFlows is
a cloud-based platform for opinion stream mining
that adheres to the pool-based scenario (Saveski
and Grcar 2011; Kranjc et al. 2015): a first model
of the stream is learned from a large corpus of
tweets that contain emoticons; after initialization,
the stream is partitioned into chunks, and an ac-
tive learning algorithm is used to select instances
and store them in a pool. The instances in the
pool are ranked, and the top-ranked positions are
shown to human experts. This approach has the
advantage that human experts (e.g., in crowd-
sourcing) label the opinionated documents shown
to them offline, whereupon these newly labeled
instances are used for classifier adaption.

The algorithm ACOSTREAM (Zimmermann
et al. 2015b) adheres to the sequential scenario, in
the sense that sampling is done for each instance
individually at its arriving time. This algorithm
uses a variant of multinomial naive Bayes for
classification, which (as in Wagner et al. 2015)
deals with changes in the vocabulary of the arriv-
ing documents.

The multiclass active learning algorithm of
Cheng et al. (2013) combines uncertainty and
likelihood sampling to choose instances that are
close to the current decision boundary, as well as
instances from a yet unseen part of the data space.
This algorithm (which adheres to the sequential
scenario) is particularly interesting for learning
on text streams, where some of the most recent
instances may belong to an area of the data space
that did not contain any instances in the past.

Recent Developments

Opinion stream mining builds upon advances
in opinion mining, stream classification, active
stream learning, and semi-supervised stream
learning. Traditional methods in this domain
have not been designed with big data in mind.
However, opinionated streams have big data
characteristics: volume, variability, variety, and
veracity.

Volume refers to the huge number of opinions
uploaded daily in social media and to the high
dimensionality of the opinionated documents.

Variability refers to changes in the data flow rate
and to changes in the data distribution, i.e., to
concept drift.

Variety refers to the heterogeneous data types,
including plain texts, images, and videos.
The graph structure of the social networks, in
which opinion holders are linked to each other,
also adds to the variety of the data relevant to
opinion mining.

Veracity refers to the uncertainty of the polarity
labels provided by the human experts: labeling
an opinionated stream is an inherently diffi-
cult task, since some opinionated documents
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(e.g., documents containing subtle irony) may
be perceived differently by different people.

Challenges associated to these four Vs are
not always peculiar to opinion stream mining:
while challenges associated to variability are ex-
acerbated in the opinion stream mining context,
challenges associated to, e.g., volume can benefit
from general-purpose big data solutions. These
include, among others, scalable machine learn-
ing and online NLP algorithms, crowdsourcing
approaches for data labeling, visualization ad-
vances, and visual analytics for the monitoring
and interpretation of activities on social plat-
forms.

Open Problems

Opinion stream mining is a rather young area.
Open problems include:

• How to extend the traditional notion of “con-
cept drift” so that it also cover changes in the
feature space? How to design algorithms that
detect such changes and adapt to them in an
efficient way?

• How to distinguish between concept drift and
“virtual drift” (Gama et al. 2014), i.e., between
changes that do affect the decision boundary
and changes that do not?
Especially in an opinionated stream, many
changes occur at each moment, e.g., new
words appear, and the number of postings
changes with the hour of the day, but not all of
them require model adaption. How to design
algorithms that recognize virtual drift and
only adapt the model when true concept drift
occurs?

• How to capture changes in the semantics and
polarity of words?
If a word’s semantics or polarity change, how
to inform existing resources (e.g., lexica like
SentiWordNet) that a word’s meaning and
polarity are different for old documents than
for recent ones?

• How to deal with label veracity in the stream?

A promising approach is crowdsourcing, s
is done, e.g., in CloudFlows (Kranjc et al.
2015). Amazon Mechanical Turk is a popu-
lar platform, where one can upload tasks for
crowdsourcing. However, crowdsourcing has
not been designed for learning and adaption on
a fast stream, so solutions that also deal with
stream velocity are necessary.

An associated open issue that can also be
found in text stream mining, e.g., in the anal-
ysis of news streams, concerns the description
of bursts. A burst is a rapid increase in social
activity and may also be associated with a rapid
change in the class priors and in the words being
used to express polarity and to express facts. Do
these changes disappear after the burst fades out,
or do people take up the new words/expressions
and use them also when they express opinions
on other subjects? Does a burst lead to (more)
permanent changes in the way people express
opinions, on their perception toward a given en-
tity, or on the topics they discuss?

Impact

Opinions have been always important for deci-
sion making. The opinion deluge we encounter
nowadays mainly due to the WWW and the
widespread usage of social networks is trans-
forming business, society, and our own deci-
sions on, e.g., what product to buy, which movie
to watch, etc. Opinion (stream) mining offers
solutions for automatically exploiting such sort
of data for decision making, through, e.g., pre-
diction models. Beyond its usage as a “stand-
alone tool” for, e.g., polarity prediction, opinion
(stream) mining has an impact on other areas
of research, an example of which is the area of
recommenders: next to the ratings typically used
by recommenders, it is possible to also capitalize
on the user reviews as more and more users
also provide reviews on the rated items. These
reviews are rich in information: they typically
describe the aspects of the items that the users
like/dislike. Further, if there are no ratings, they
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may be inferred from the reviews. A recent work
in this area is McAuley and Leskovec (2013).

Cross-References

� Active Learning
� Concept Drift
� Co-training
� Incremental Learning
� Online Learning
� Semi-supervised Learning

Recommended Reading

Some of the publications cited thus far elaborate
on issues that were only briefly touched in this
lemma. In Liu (2012), Bing Liu gives a thorough
overview of sentiment analysis and opinion min-
ing. For text classification methods, readers are
referred to the recent book chapter of Aggarwal
and Zhai (2014).
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