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Synonyms

Social-based Recommendations
Collaborative Filtering Using Social Data

Glossary

Recommendation: A suggestion or proposal to a user for an item, e.g., book, movie,
video, news article, that is potentially interesting for the user.

Recommender system: A system or engine that produces recommendations by pre-
dicting the preferences of users for certain items.

Ratings matrix: Assume a set of users U and a set of items / in the recommender
system. A user u € U might provide her preference for an item i € I in form of a
rating denoted by rating(u, i), which typically takes values in [1, 5]. The preferences
of users for individual items are represented by a ratings matrix R, where the R, ;
entry corresponds to rating(u,i).
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Collaborative filtering: Given a ratings matrix R, representing the preferences of
users U for items I, recommend to each user a list of items in descending order of
their relevance for the user. The relevance scores are estimated based on ratings of
similar users.

Social network: A structure, nowadays typically implemented as an online plat-
form, that enables content sharing by allowing users to post information and inter-
actions between users by allowing them comment on each other’s posts, exchange
messages etc.

Social content: The content that is generated in a social network as a result of ac-
tivities and interactions between users.

Definition

Collaborative filtering is a special category of recommender systems that generate
recommendations to the users about certain items, e.g., products or services, by re-
lying on preferences of similar users. Social-based collaborative filtering exploits
the vast amount of data generated in the social networks to improve the quality of
recommendations. Such data are utilized for different purposes, e.g., to deal with tra-
ditional recommendation problems, such as the cold start problem, which is caused
due to lack of user-related data in the recommender, to derive a better quality user
neighborhood by integrating user-related information from the social networks and
to enrich the recommendations by capturing different aspects of the users as they
are manifested through the content they share and their interactions in the social
networks.

Introduction

With the growing complexity of the Web, users find themselves overwhelmed by
the mass of choices available. To facilitate the user selection process, recommender
systems provide suggestions on data items of potential interest to the users. The
interest of a user for an item is inferred from the user history, e.g., user purchases
or browsing history. A key challenge in recommenders is the so-called sparsity data
problem; typically, users rate only a few items, due to the huge amount of offered
items and the low engagement of the users with the applications.

Nowadays, stunning opportunities are offered for dealing with the lack of data in
recommender systems, as users publicly share their preferences and provide reviews
and other information on certain items in several social networks. This data though
is not explicit for a recommender, rather it is implicitly given in the context of the
social networks. As such, except for its volume and velocity, the information is blur,
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unstructured, diverse, uncertain and incomplete and therefore, exploiting this data
for recommendations is a big challenge.

This entry focuses on how the collaborative filtering recommender systems are
reshaped by looking out-of-the-recommender-box and hunting for relevant infor-
mation in the social networks. This way, from the traditional collaborative filtering
approaches that utilize within-the-recommender data, i.e., the ratings matrix mainly,
we are moving towards an open system that would potentially result in high-quality
recommendations by enriching information for users, items and ratings through the
available social network data. We illustrate such a scenario in the following exam-
ple.

Example 1. Assume a user, say Sophia, and a recommender system, say MinoS, that
produces recommendations for travel destinations by using a collaborative filtering
approach that exploits Sophia’s social data. For doing so, summarily, MinoS locates
Sophia and the set of destinations she has visited in the social networks she used.
Then, it focuses on finding users, other than Sophia, and the places they have visited.
Having collected the visiting history of the users, MinoS computes the similarity be-
tween Sophia and every other user; the users visiting history contains the necessary
information for computing similarities between them. MinoS keeps only the users
with similarity greater than a threshold value to Sophia, namely the highly simi-
lar users to Sophia. Intuitively, at the next step, it performs a composition between
Sophia and her highly similar network users, and users and the places they have
visited. This way, for each of Sophia’s similar user, who has visited a destination,
we make a connection between Sophia and that destination. In overall, the relevance
score of each such destination is calculated by taking into account the ratings and
reviews of the users that have visited the destination, as well as their similarity with
Sophia. On the basis of these scores, MinoS recommends the best destinations to
Sophia. [J

Key Points

Recommender systems have become indispensable for several Web sites, such as
Amazon, Netflix and Google News, helping users to navigate through the infinite
number of available choices, like products, movies and news articles, respectively.
Recently, social networks offer opportunities for generating better recommenda-
tions, as more than ever before, users publicly share their preferences and provide
information for certain items. In this entry, focusing on social-based collaborative
filtering, we target the following issues:

e how can we enrich the three main entities in a recommender system, namely,
users, items and ratings, by integrating content- and structure-related data from
social networks

e how can we construct social-enhanced user profiles, by exploiting the integrated
data, and
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e how the collaborative filtering engine is reshaped due to the volume and the va-
riety of the available data.

Historical Background

Collaborative filtering predicts user preferences for data items by keeping track of
their likes and dislikes. Based on the assumption that similar items will be of interest
for similar users, i.e., users with tastes in common, via collaborative filtering, users
can help each other to choose products.

More specifically, assume a recommender system where I is the set of items
to be rated and U is the set of users in the system. A user u € U might rate an
item i € I with a score rating(u,i) in [1,5]. Typically, the cardinality of the item
set I is high and users rate only a few items. For the items unrated by the users,
recommender systems estimate a relevance score, denoted as relevance(u,i), u €
U, i € I. In general, there are different ways to estimate the relevance score of an
item for a user. In the content-based approach (e.g., [25]), the estimation of the
rating of an item is based on the ratings that the user has assigned to similar items,
whereas in collaborative filtering systems (e.g., [19]), this rating is predicted using
previous ratings of the item by similar users. Typically, similar users are located via
a similarity function simU (u,u’) that evaluates the proximity between u,u’ € U by
considering their shared dimensions. We use N, to denote the set of the most similar
users to u, hereafter, referred to as the neighbors of u.

Given a user u and his neighbors N, if u has expressed no preference for an item
i, the relevance of i for u is estimated as:

Yuwen, simU (u,u’)rating(u', i)
Yuen, simU (u,u’)

relevancey, (u,i) =

Typically, after estimating the relevance scores of all unrated items by a user, the
top-k rated items are recommended to the user.

Using Social Content for Collaborative Filtering

Most recommender systems nowadays are based, in practise, on large datasets. As a
result, the ratings matrix used for collaborative filtering could be extremely large and
sparse, which affects the quality of the produced recommendations. Social-based
collaborative filtering exploits data that users publicly share in social networks in
order to deal with the sparsity problem. This way, from the traditional collaborative
filtering approaches that utilize mainly the ratings matrix, we are moving to an open
system that would potentially result in high-quality recommendations by enriching
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information for users, items and ratings through the available social data, appearing
out-of-the-recommender-box.

Data Enrichment and Integration

The main entities involved in a recommendation application, i.e., users, items and
ratings, can be semantically enhanced with information from social networks.

With respect to the users, instead of using the plain information that a user gives
for himself to a recommender system, we can exploit information available in nu-
merous external sources, such as Facebook, LinkedIn, Google+, Fourthsquare and
Amazon. The motivation behind this, is that a user describes himself differently in
different networks, depending on the domain, so we can identify different interests,
user activities, information about places he visited, and so forth. A challenge to-
wards this direction is to integrate the user’s social profile, as well as to integrate,
or expand, the social graph to bring together different social networks. Approaches
like [31] try to construct a complete user profile by finding, extracting, and fusing
the semantic-based user profile from the Web, whereas approaches like [3] collect,
integrate and discover profile information based on social content sites. In [32], the
schema is first extracted out of each social site, transformed to a common representa-
tion and instantiated using possibly overlapping data. Another popular technique for
collecting and understanding user data is the analysis and creation of topic models
within the user-generated content [26], especially Twitter data [33]. Such solutions
can be used for encountering the cold start problem as well.

At item level, one can consider that information about items can be enhanced
with semantic information. In addition to the items descriptions, in which tem-
poral characteristics of the items, such as popularity and freshness [29], can be
maintained in real-time , we can exploit information retrieved from the Web, such
as published results and reports, Web pages, thesauri or ontologies. The plethora
of well-organized information over the Web in collectively maintained knowledge
repositories, such as Wikipedia and LibraryThing, can be used for correlating and
computing similarities between data items [8]. In addition, items can be annotated
using terms from ontologies and other semantic resources to enhance the description
quality of specific items [18].

Regarding user preferences for certain items, we can rely on users’ online activ-
ities that involve such items. For instance, a user may tweet about a movie, might
rate its trailer in YouTube and share the link and comment in Facebook. Except
for filling missing ratings, existing ratings could be also enhanced in terms of their
context (e.g., time or place) and ratings criteria (e.g., director vs actors). Contextual
recommendations have been already studied [2, 30], however they rely on user ex-
plicit feedback. An indirect inference of the context though, is an interest area for
further exploration. Multi-criteria ratings [1] rely also on user explicit subratings for
different aspects of the items and are suffering from lack of data as the item space
is further expanded due to the subcriteria. With the abundance of free text reviews
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nowadays, we can implicitly extract both the aspects of the items that are of interest
to a user and their associated ratings/sentiment, using NLP and sentiment analysis
techniques [34]. In an active learning manner [12], we can explicitly ask users to
provide more ratings, by giving them incentives. The challenge here is the selection
of a few informative items for which the user should be asked.

Even if we are able to identify additional information for users, items and pref-
erences, appearing outside the recommender system, it is important to understand
which pieces of information refer to the same entities, so as to integrate them, in
order to manage and further process them. The problem of entity resolution aims to
identify different descriptions that refer to the same entity, and emerges as a central
data-processing task for an entity-centric organization of Web data [8]. It is needed
to enrich interlinking of entities descriptions, so that Web data can be accessed by
machines as a global data space allowing the use of standard languages. Although
entity resolution has attracted significant attention in information systems, database
and machine-learning communities, there are new challenges stemming from the
Web openness in describing a multitude of entity types across domains. The scale
and diversity of descriptions challenge the core entity resolution tasks, namely, (i)
how descriptions can be effectively compared for similarity and (ii) how resolution
algorithms can efficiently filter the candidate pairs of descriptions that need to be
compared.

User Profiling

A fundamental ingredient of every successful recommendation is the ability to ac-
curately model the user preferences and habits. This model is typically known as
profile. A profile is actually structure that represents the principal characteristics of
a user which are turned into preferences.

One way of building profiles is to have them explicitly provided by the end user,
but this brings along a number of limitations. First of all, users may not be aware
of all the characteristics they have, or may not be willing to provide all of them.
Thus, it is better if the profile is built automatically by observing the user actions,
which is exactly what traditional recommendation techniques are doing, i.e., they
are monitoring the previous user interactions with the system, and based on them,
they are building a user model. Unfortunately, profiles generated in this way may
end up highly dependent, restricted, and very sensitive to the user interactions with
the system. This means that unless a user exposes one of her characteristic with
some specific action, that characteristic can never become known to the system.
Furthermore, an action performed by a user, e.g., a purchase, may be recorded and
leave its trace in the user preferences for a very long time even if it has been only
an occasional action or an action performed for someone else, for instance, the pur-
chase of a gift for a friend. All these mean that the user interaction history with
the system, although a valuable resource, may not provide the complete information
that a system would like to know about its user.
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Social media constitute a great additional source of information for building user
profiles since they may expose user characteristics that are not recorded in the user
interaction history with the system. The scale and spectrum of activities for which
the social media are used nowadays is unprecedented. Through these activities the
users leave their footprint that can be used to build a rich user description, i.e., an ac-
curate and complete profile. There are two types of information that can be exploited
in social media. One is the content and the other is the social network. Exploitation
of the content means that the profiling of the users is based on the content that the
users publish in the social media, e.g., the tweets they send or the posts they make.
Exploitation of the social network means that the profiling is constructed by using
information on the way users are connected to each other to establish friendships
and communications, or to follow the activity of others. Based on the above, one can
distinguish two main profiling methods, the content-based and the network-based.

Generating profiles from social media is a challenging. The content is user gen-
erated and is done through some new non-traditional forms of communication. As a
consequence, it has no controlled vocabulary, no restrictive syntax, no specific rules,
and is full of shorthands and jargon. For what concerns the social network informa-
tion, among the challenging issues is the fact that not all the connections are of equal
value. Users may follow actively only a selective set of their connections or connec-
tions may exist with central non-real users like news channels or group accounts.
Finally, users may use different accounts for different purposes which makes hard
the recognition of the actions with user provenience.

The idea behind the content-based profiling is to see the content as a vector of
terms. These terms can play the role of features for which a classifier can be trained
or some discriminating score can be computed [14]. Of course, not all the words are
equally important. Techniques like LDA [5] can be used to summarise the content
or to identify those words that actually matter and then use only these words [7] for
the profiling task. Alternatively, an information theoretic approach can be employed
to identify the amount of information that each word communicates in relationship
with the rest of the content and use that information of deciding the importance of
each word [13]. An important characteristics of social data affecting significantly
the results is sparsity. To overcome sparsity, smoothing has to often be applied, with
Laplace smoothing [15] being the most prevalent technique.

The intuition behind the network-based profiling, on the other hand, is similar to
that of the collaborative filtering. A user is likely to like things that are similar to
what her friends like. However, instead of the collaborative filtering idea in which
similarity is used to propagate features of one user directly to another, in the network
based profiling, the social network is the main carrier. For instance, considering a
user as a node in the network graph, a simple counting and aggregation of the fea-
tures of the reachable nodes is required. The features that end up to be more popular
are used to form the user profile [17]. Instead of a simple counting and aggrega-
tion, more complex probabilistic models can be used that take into consideration
the distance on the social graph to adjust the weight of each feature appearing on
the connected nodes [4][28].
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Unfortunately, neither the content-based, nor the network-based profiling tech-
niques work perfectly all the time. Naturally, there have been techniques that com-
bine them to improve the quality of the results. One approach is use a single model
for both the network and the content [22]. However, these two parameters can be
also considered independently and their results be combined [21] using some math-
ematical model like those used to combine different lists [11], or considered orthog-
onal factors studied together using some bi-clustering technique [27].

Social-based Collaborative Filtering

Traditionally recommenders rely upon the rating matrix, i.e., the explicitly given
(numerical) ratings of users to certain items. In collaborating filtering, for a query
user u € U her similar users in U are located using the ratings matrix and some ap-
propriate similarity function, like Cosine Similarity, Pearson Correlation or Spear-
man Rank Correlation [9]. Recently though expect for the ratings matrix, other
sources of information, such us the network information and reviews accompanying
the user ratings are employed in order to improve the quality of recommendations.

In particular, the network information, i.e., explicit connections between the users
like friends in Facebook, following/followers in Twitter etc, can be employed in
order to select a better user neighborhood for a given user and also for dealing with
the cold start problem. For example, [16] replaces the traditional notion of user
neighborhood, consisting of users with similar ratings to the query user, by that of
the trust-neighborhood derived from the trust network where the nodes correspond
to the users and the edges to trust statements.

In a different direction, textual reviews which typically accompany user ratings
nowadays have been recently explored for recommendations. User reviews comprise
a rich source of information as they justify users decisions on certain items and
moreover they reveal which aspects of the items the users liked/ disliked. Combining
numerical ratings with textual reviews for recommendations was first introduced
in [23]. The authors propose the Hidden Factor Model which aligns hidden factors
in product ratings with hidden factors in product reviews (discovered through LDA).
The key idea is to link latent factors in ratings to hidden factors in review texts,
where topics discussed in review texts for a certain product correspond to products
having a certain property represented in the latent factor model. In a follow up work,
the same authors also used reviews to model personal evolution or experience for
recommendations [24].

Textual reviews have been also employed for extracting context, such as location
and accompanying people, which allows for contextual recommendations. Explicit
user-defined context is hard to acquire but usually such information is contained in
the reviews, which are typically freely available. For example, [6] implicitly extracts
such sort of information, by employing online reviews.

Employing heterogeneous data for recommendations, such as the network and
the reviews, definitely alters the recommendation process. In a different direction,
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the process is also altered due to the long term tracking of users, items and their
preferences, which call for online methods that are able to identify drifts in users
preferences and periodicity in their habits. Data ageing is a typical way to deal
with drifts in user profiles by downgrading historical obsolete data and paying more
attention to recent ones that reflect the current user profile best (e.g., [10], [29]).
However, approaches that discard past instances have been criticized as loosing too
much signal and, although more elaborate methods exist e.g., [20] that separates
transient factors from lasting ones, what to forget and what to remember is still a
challenge. Moreover, a long term user monitoring implies an extensive knowledge
about user tastes and preferences, which might result in privacy risks for the user.
This is especially critical for mobile app recommenders.

Key Applications

Traditionally, recommendations are produced within a domain, i.e., when asking for
movies, the suggestions consist only of movies. Examples of domain-specific social
networks recommenders include Flixster (https://video.flixster.com/) for movie rec-
ommendations, and Epinions (http://www.epinions.com/) for a wide range of prod-
uct recommendations. This paradigm can be extended so as to support cross-domain
recommendations. For example, packet recommendations produce composite items
consisting of a central item, possibly in the main domain of interest for a user, and
a set of satellite items from different domains compatible though with the central
item. Compatibility can be assumed either as soft (e.g., other books that are often
purchased together with the movie being browsed) or hard (e.g., a travel destina-
tion that must be within a certain distance from the main destination). The notion of
cross-domain recommendations can be extended, so as to support data items outside
of the data repository of the recommender. There are already such sort of aggrega-
tors in the Web, which act as wrappers over items from different stores. For ex-
ample, users in Polyvore (http://www.polyvore.com/) mix and match fashion items
from different brands.

Well-established applications of social-based collaborative filtering appears in
the domain of social media. Unlike traditional media in which few editors set
the guidelines, in the era of social media, we may have a very big number of
editors, and content data improves its quality as the number of contributors in-
creases. Typical examples include YouTube (https://www.youtube.com/), Last.fm
(http://www.last.fm/), and Reddit (https://www.reddit.com/).

In a different scenario, given a social community, a collaborative filtering ap-
plication is to suggest compelling data items as judged by the community. For ex-
ample, consider the news aggregator Digg (http://digg.com/) that in its front page
shows stories as they are rated positively by the community. Larger and more diverse
communities offer stories that better reflect the average interest of the community
participants.
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The well-used social networks offer recommendations as well. Either general-
purpose social networks, e.g., Facebook (https://www.facebook.com/) and Twitter
(https://twitter.com/), or domain-specific ones, e.g., Linkedin (https://www.linkedin.
com/), offer suggestions about friends, people to follow and jobs you may be inter-
ested in.

Finally, from a different point of view, there are social networks that provide
recommendations by exploiting review text to uncover user’s implicit tastes and
item’s properties. The reviews comprise a rich source of information as they justify
auser’s decision on a certain choice. Such piece of information is used, for example,
by Booking.com (http://www.booking.com/) for making hotel suggestions.

Future Directions

We consider that the next day of recommenders is to put the users in the foreground
and try to exploit their social interactions to fulfil their needs, as opposed to ap-
proaches focusing more on the companies viewpoints. Next, we highlight services
towards this direction.

Interactive exploration: New forms of data exploration and interaction become
increasingly more attractive to aid users navigate through the information space and
overcome the challenges of information overload. The interaction between users
and recommenders can be driven directly by the interpretation of users needs. Users
have to peruse the suggested results, and systems have to be able to react to the on-
the-fly changes in the users demands. Although long challenged by works, such as
the berrypicking model, common systems still assume that the user has static needs,
which remains unchanged during the seeking process.

Visualization: Techniques for visualization contribute towards helping users per-
ceive an overview of the data items included in the suggestions produced for them.
Explanations can be used as a means for visualization to assist users identify the
what, where, when, how and who of a data item. That is, explanations target at
telling the story that the data has to say, aiming at minimizing the browsing effort of
the users.

Seeking your past: As data and knowledge bases get larger and accessible to
a more diverse and less technically-oriented audience, new forms of data seeking
become increasingly more attractive. Re-finding is a different form of exploring
data, aiming to locate suggestions seen in the past; here we face the task of recovery.
Explicit (given by a user) or implicit (extracted, for instance, by his online traces,
e.g., via Foursquare) feedback on suggestions, content and users can significantly
increase the quality of recommendations and searching features of a system.

Guessing the future: Modern systems use the past as a mean to guess where the
user aims at, so that the system can make the suggestions that will drive towards the
fulfilment of the goal(s) as fast as possible. Existing techniques are based mainly on
agents and libraries. There is a great deal of opportunities in adapting these tech-
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niques into a recommendation model that adjust dynamically the suggestions as the
user provides more feedback and the goals become more clear.
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