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ABSTRACT
AI-driven decision-making can lead to discrimination against cer-
tain individuals or social groups based on protected characteris-
tics/attributes such as race, gender, or age. The domain of fairness-
aware machine learning focuses on methods and algorithms for
understanding, mitigating, and accounting for bias in AI/ML mod-
els. Still, thus far, the vast majority of the proposed methods assess
fairness based on a single protected attribute, e.g. only gender or
race. In reality, though, human identities are multi-dimensional, and
discrimination can occur based on more than one protected charac-
teristic, leading to the so-called “multi-dimensional discrimination”
or “multi-dimensional fairness” problem. While well-elaborated in
legal literature, the multi-dimensionality of discrimination is less
explored in the machine learning community. Recent approaches
in this direction mainly follow the so-called intersectional fair-
ness definition from the legal domain, whereas other notions like
additive and sequential discrimination are less studied or not con-
sidered thus far. In this work, we overview the different definitions
of multi-dimensional discrimination/fairness in the legal domain
as well as how they have been transferred/ operationalized (if) in
the fairness-aware machine learning domain. By juxtaposing these
two domains, we draw the connections, identify the limitations,
and point out open research directions.
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1 INTRODUCTION
AI-driven decision-making has already penetrated into almost all
spheres of human life, from content recommendation [57] and
healthcare [66] to predictive policing [2] and autonomous driv-
ing [84], deeply affecting everyone, anywhere, anytime. In a variety
of cases, discriminatory impacts of AI-driven decision-making on
individuals or social groups on the basis of the protected attributes
like gender, race, age, and others have been observed. Examples
range from recidivism prediction [19], hiring [71], recommenda-
tions [69] to healthcare [9], education [41], service provision [46]
and surveillance [80]. Discriminatory impacts concern both sym-
bolic or representative equality (e.g. ads related to arrest records ap-
pearing more frequently along search results for names associated
with blacks than whites [78]) and distributive equality (regarding
the access to social goods, e.g. in biased hiring algorithms) [90].
The domain of fairness-aware machine learning [67], is concerned
with bias and discrimination in AI systems and covers a wide range
of topics from understanding bias and discrimination to methods
for bias mitigation and accountability [65]. Fair ML research has
also been taken up in legal scholarship, with debate as to what
role statistical fairness metrics can play under anti-discrimination
law [28, 30, 34, 85, 86]. However, despite this steadily growing body
of research, the vast majority of proposed methods assumes that
discrimination is based on a single protected attribute1, for exam-
ple, only gender or only race. We refer to this as mono-dimensional
discrimination/fairness or mono-discrimination/fairness.2 For the
mono-discrimination case, several fairness definitions have been
proposed, see [83] for a survey, as well as methods for mitigating
mono-discrimination, e.g. [44, 47, 53].

In reality though, humans havemulti-dimensional identities [79].
We all have a gender, racial or ethnic origin, age and sexual orienta-
tion (and more), and are categorised by others according to such con-
cepts [5]. Consequently, discrimination cannot always be attributed
to a single protected attribute but rather many protected attributes,
for example, a combination of gender, race and age can be the ba-
sis of discrimination, leading to the problem of multi-dimensional
discrimination/fairness 3. Empirical evidence consistently suggests

1While “protected ground” (law) and “protected attribute” (ML literature) both refer
to the criterion, e.g. sex, to be protected - against discriminatory treatment/impact or
bias -, a 1-1 mapping between these terms cannot be assumed. This is discussed in 4.2.
2This is often referred to as single-axis discrimination in literature.
3We use the terms multi-dimensional discrimination and multi-dimensional fairness
to compare anti-discrimination law and statistical fairness in ML in their respective
approaches to challenges of multi-dimensional categories of identity. Fairness and
non- or anti-discrimination are by no means synonymous. While discrimination as a
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that discrimination in the real world is often multi-dimensional [23].
In a 2015 Eurobarometer for example, approximately a quarter of
discrimination cases, as reported by the persons affected, was based
on multiple grounds [24]. Multi-dimensional discrimination espe-
cially impacts ethnic minorities, as evidenced by a finding from
2010 by the European Fundamental Rights Agency (FRA) that 14%
of respondents from ethnic minorities indicated feeling discrimi-
nated against on multiple grounds in the 12 months prior to the
survey, with most multi-dimensional discrimination experienced
by ethnic minority women [22]. Completing the picture, schol-
ars in the field also assume that a large share of discrimination
is multi-dimensional [79, 89] or even consider multi-dimensional
discrimination the rule and mono-dimensional discrimination the
exception [5]. Multi-dimensional discrimination also seems to play
an important role in AI systems, as concrete examples of, e.g. low
accuracy of facial analysis for black females [8] indicate. Targeting
and profiling practices have been noted as factors possibly exac-
erbating the occurrence of multi-dimensional discrimination [89].
However, only in the last years the topic of multi-dimensional dis-
crimination has caught the attention of the fairness-aware ML com-
munity [25, 26, 35, 48, 49, 72, 91, 92]. Consideringmulti-dimensional
discrimination in ML algorithms introduces new challenges, from
how to define fairness in the presence of multiple protected at-
tributes to how to mitigate multi-dimensional discrimination. For
the former, we find that the term of intersectionality from the legal
domain is mainly adapted, whereas other concepts like cumulative
and sequential discrimination are less used or developed. For the
latter, a key challenge for ML is data scarcity as protected sub-
groups defined by the intersection of multiple protected attributes
become smaller or even empty as the number of protected attributes
increases.

The goal of this survey is to draw attention to this important topic
and provide an overview of existing approaches in legal and ML
literature.We intend to thereby contribute to a “legal-technical argu-
mentation framework” [10]. Juxtaposing types ofmulti-dimensional
discrimination from legal scholarship with operational definitions
of multi-fairness in ML enables us to draw connections between
the two domains, highlight differences on the conceptual level
and identify directions for future research. The remainder of the
paper is organised as follows: We start with an introduction of
multi-dimensionality in law and a typology of multi-dimensional
discrimination (Section 2) with concrete examples. Definitions of
multi-dimensional discrimination in ML and associated challenges
are discussed in Section 3. A critical comparison of the two domains
is presented in Section 4 followed by open challenges and directions
for future work in Section 5.

legal term can be found only w.r.t. a specific case, the adherence to anti-discrimination
law may be said, depending on one’s theoretical stance, to be one facet of fairness as a
more encompassing - and very context-dependent - notion. On the inherent vagueness
of fairness and its relation to the law, see [62, p. 523ff.].

2 MULTI-DIMENSIONAL DISCRIMINATION IN
LAW

2.1 Theoretical background
Traditional accounts of discrimination depict it as a selective inter-
ference with the determination of outcomes based on certain, gen-
erally separate, traits of the persons affected [15]. However, critical
legal scholarship has long challenged such views, especially since
the coining of the term “intersectionality” as a theoretical lens pio-
neered by Kimberlé Crenshaw in 1989 [15]. Analysing the situation
of black women, i.a. under the then prevailing anti-discrimination
doctrine, Crenshaw demonstrated how it failed to address harms to
this group placed at the “intersection” of race and sex discrimination
by equating their discrimination to either that of blacks or women,
each modelled after the more privileged members - black men and
white women - of said groups [15, p. 150ff.]. Intersectionality thus
popularised the notion that discrimination as a complex phenome-
non is insufficiently addressed if conceptualised around separate,
insular spheres of disadvantage,4. This served to bring forms of dis-
crimination which involve more than one legally protected ground
to the attention of legal scholarship. Importantly, structural in-
tersectionality has worked to refocus the theory away from its
reception as a mere theory of subgroup-identities and towards
the dynamics of power relationships actualised through identity
categories [27, p. 31]. Intersectionality thus centers power relation-
ships [27, p.30ff.] as the issue that anti-discrimination law should
address, rather than narrowly conceptualising discrimination as an
(incidental or selective) interferencewith the process of determining
outcomes [15, p.151]. Lately, some notable work has also covered
possible practical implications of these theoretical frameworks for
current anti-discrimination law in the EU, e.g. [27, 79, 87, 89].

In the absence of a legal definition or universally accepted ter-
minology for discrimination involving more than one protected
ground [27, 59], we choose to look at interactions between various
forms of discrimination under the term multi-dimensional discrimi-
nation, as suggested in some of the legal literature [5, 74, 75] build-
ing on the insights of intersectionality. This term also connects
to some theoretical work that aims to expand on intersectional-
ity [42, 43] in addressing subordination, while being broad enough
to capture a variety of interactions among different protected grounds
or attributes, from one incident of discrimination involving multi-
ple grounds to multiple discriminatory incidents over time, as an
umbrella term. Lastly, it helps avoid confusion between intersection-
ality as a theoretical framework and intersectional discrimination
in a narrow sense, set out below as a discrimination based on a
nexus of intertwined grounds.

2.2 Types of multi-dimensional discrimination
From this starting point, the ways in which different grounds inter-
act can be used to distinguish between different types of discrim-
ination. We use a common typology [27, 79], which identifies (1)

4Crenshaw’s work advanced further important criticism towards anti-discrimination
theory and practice, for example the notion of discrimination as a single, selective
incident of interference with decision-making processes, the role of discriminatory
intent or the “but for” approach of comparing groups. While in this work we focus on
the implications for multi-dimensional protected grounds or attributes, some of these
points are closely related and will arise in the discussion.
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cumulative or additive discrimination (Section 2.2.1), (2) intersec-
tional discrimination (Section 2.2.2) and (3) sequential discrimina-
tion (Section 2.2.3).

2.2.1 Cumulative discrimination. In cumulative (often also termed
additive) discrimination, a disadvantage is linked to two or more
grounds of discrimination, e.g. gender and race. These are, however,
conceptually separable, meaning that one can identify distinct dis-
advantages linked to each involved ground which “add up” when
the grounds are observed together.

Example 1. A hypothetical example of cumulative discrimination
is shown in Figure 1(a), displaying the mean height of four sub-
groups defined on the basis of the two grounds sex and nationality.
Height varies statistically between sexes and nationalities (here, we
use mean height of 19-year olds in 2019 according to [63]). The im-
pact of height requirements, e.g. for jobs in the security sector [64],
thus differs depending on nationality (which in turn correlates with
ethnic origin) and sex, but the disadvantage “adds up” for women of
certain nationality (and correlatedly, ethnic origin). While this par-
ticular example can constitute sex discrimination under EU law 5,
the dimension of potential ethnic discrimination has gone largely
unexplored (see, however, [13, p. 165f.] for US law).

2.2.2 Intersectional discrimination. In intersectional discrimina-
tion, the grounds of discrimination involved are merged into one,
and cannot be separated in the analysis without omitting the legally
relevant disadvantage concerned.6 Intersectional discrimination
thus affects subgroups defined by a combination of grounds.

Example 2. A concrete example of intersectional discrimination
is shown in Figure 1 (b). The prohibition of wearing headscarves,
e.g., at the workplace (as discussed and implemented for teachers
in some kindergartens in Germany7) specifically affects religious
Muslim women, a subgroup of both women and Muslims.

2.2.3 Sequential discrimination. In sequential discrimination, dis-
crimination occurs on the basis of the same or different grounds
over several incidents in temporal sequence (see Example 3).

Example 3. An example can be found in Figure 2, where potential
points of discrimination in a person’s work life are shown. Discrim-
ination at the earlier stages is likely to also affect the outcome at
later stages.

This is the “normal case” for anti-discrimination law. To quote [27]:
“This is perhaps the easiest to deal with. Each incident can be as-
sessed on a single ground and compensation awarded accordingly”.
Doctrinally, anti-discrimination law usually looks at the different
incidents as distinct cases, not considering possible connections or
interrelations. From a societal perspective, however, it is important
5ECJ, C-409/16 - Kalliri
6The entanglement of grounds has led scholars to consider intersectional discrim-
ination “mono-dimensional” in terms of legal doctrine [87]. In our not exclusively
doctrinal perspective, we nevertheless choose to include it under multi-dimensional
discrimination to emphasise its resulting from a combination of multiple grounds
which are often conceived of as separate.
7See, e.g. ECJ, C-804/18 - WABE eV. Formally, such rules often concern all “visible
religious symbols” equally but due to the demographic structure of societies and
specific religious expressions disproportionately affect Muslim women. This leads to
the issue whether this constitutes direct or indirect discrimination [40] on the grounds
of religion.

(a) Cumulative discrimination.

(b) Intersectional discrimination.

Figure 1: Cumulative and intersectional discrimination: the
impact of height requirements differs according to national-
ity and sex, whereas the prohibition of headscarves specifi-
cally affects Muslim women. Darker shades indicate stronger
impact. Sex refers to the biological property influencing
height, gender to social roles influencing the wearing of a
headscarf according to religious practices.

Figure 2: An example of sequential discrimination in work
life based on three different grounds.

to recognise these cases because repeated discrimination over time
can cause more severe allocative and representational harms to
those affected.

Sequential incidents of discrimination can also occur in differ-
ent steps in a combined process, which produces overlaps with
cumulative discrimination (see Example 4). The implications of
these two types of discrimination for law and ML are discussed in
Section 4.3.2.
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Example 4. An example of sequential discrimination in a hiring
process is given in Figure 3. An old woman with disability might
suffer discrimination on the first occasion due to her gender, later
due to her disability and finally due to her age. Here, the final
outcome of the process will be the point at the centre of legal
review.

Figure 3: A recruitment process involves several steps with
potential for discrimination.

2.3 Multi-dimensionality in EU law
Despite legal scholarship increasingly picking up intersectionality
more generally and possible interactions of discrimination grounds
in particular, this development has largely been met with hesitance
in legal practice[27, 54] of EU private anti-discrimination law.8 Dis-
crimination under the law consists of either a direct discriminatory
treatment or, in the case of indirect discrimination, the application
of a seemingly neutral criterion, provision or practice leading to a
particular disadvantage of a group or individual. These need to be
tied to (“based on” in the language of the law) a protected ground.

This framework applies only to grounds of discrimination listed
exhaustively in the different Directives9: racial and ethnic origin, sex,
religion and belief, disability, age and sexual orientation. Address-
ing cases involving different grounds is complicated by differences
in scope and justification for the different grounds of discrimina-
tion. EU law rather vaguely recognises “multiple” discrimination
of women10. Notwithstanding this textual reference, the European
Court of Justice (ECJ) has cautiously evaded the issue and on one
occasion expressed resistance to establishing intersectional dis-
crimination as a special type of discrimination 11, although some
see signs of an implicit approach compatible with multiple dimen-
sions of disadvantage in a wide interpretation of grounds in some
cases [27, 89]. Hence, our discussion in this regard is mostly draw-
ing from legal scholarship.
8While we introduce and illustrate multi-dimensional discrimination with a view to
current EU private anti-discrimination law such an analysis can be applied to all anti-
discrimination provisions. This field is mainly codified in four EU Directives: Directive
2000/43/EC of 29 June 2000 implementing the principle of equal treatment between
persons irrespective of racial or ethnic origin; Directive 2000/78/EC of 27 November
2000 establishing a general framework for equal treatment in employment and occupa-
tion; Directive 2004/113/EC of 13 December 2004 implementing the principle of equal
treatment between men and women in the access to and supply of goods and services;
Directive 2006/54/EC of 5 July 2006 on the implementation of the principle of equal
opportunities and equal treatment of men and women in matters of employment and
occupation (recast) and their respective implementation in member states.
9To that effect for Directive 2000/78/EC, ECJ, C-13/05 - Chacón Navas par. 56; C-306/06
- Coleman par. 46 and C-354/13 - Kaltoft par. 36.
10Mentioned, but not elaborated on, in recital 14 of Directive 2000/43/EC and recital
3 of Directive 2000/78/EC. EU member state laws may offer stronger protection: of
note, Spain passed a law explicitly covering intersectional discrimination in 2022, Ley
15/2022, de 12 de julio, integral para la igualdad de trato y la no discriminación.
11Cf., as the latest examples C-808/18 -WABE eV par. 58 and case C-443/15 - Parris par.
80, for analysis see [39].

3 MULTI-DIMENSIONAL DISCRIMINATION IN
AI SYSTEMS

We first introduce the typical fairness-aware learning setup and ba-
sic concepts (Section 3.1) and then we survey existing definitions of
multi-discrimination in ML, organised into cumulative (Section 3.2),
intersectional (Section 3.3) and sequential discrimination definitions
(Section 3.4).

3.1 Basic concepts and problem formulation
We follow the typical fully supervised batch learning fairness-aware
setup. Let 𝐷 = (𝑢 (𝑖 ) , 𝑠 (𝑖 ) , 𝑦 (𝑖 ) ) ∼ 𝑃 be a dataset of 𝑛 instances, with
each instance drawn as an independent and identically distributed
(i.i.d.) sample from 𝑃 (𝑈 × 𝑆 × 𝑌 ), where𝑈 is the subspace of non-
protected attributes (e.g. height, weight, education, etc.), 𝑆 is the
subspace of protected attributes (e.g. race, gender, religion, etc.), and
𝑌 is the class/target attribute (e.g. loan default). For simplicity, we
assume binary classification: 𝑌 ∈ {+,−}. The non-protected and
protected attributes together define the feature space 𝑋 = 𝑈 × 𝑆 , so
𝑥 (𝑖 ) = (𝑢 (𝑖 ) , 𝑠 (𝑖 ) ), 1 ≤ 𝑖 ≤ 𝑛. Let 𝑆 consist of 𝑘 protected attributes:
𝑆 = 𝑆1×𝑆2×· · ·×𝑆𝑘 . For simplicity, protected attributes are assumed
to be binary: ∀𝑗=1,· · · ,𝑘𝑆 𝑗 ∈ {𝑔 𝑗 , 𝑔 𝑗 }, where 𝑔 𝑗 and 𝑔 𝑗 represent the
protected group (e.g. female) and the non-protected group (e.g. male),
respectively w.r.t. the protected attribute 𝑆 𝑗 (e.g. gender).

The intersection of different protected attributes defines the
so-called subgroups12. For example, based on the binary protected
attributes age, race and gender, eight different subgroups are formed
including the subgroups:“young-black-women” and “old-white-
men”. The collection of subgroups is denoted by SG and defines
as:

SG = {𝑠𝑔𝑚 = 𝑠1 ∩ 𝑠2 ∩ · · · ∩ 𝑠𝑘 | 𝑠𝑖 ∈ {𝑔𝑖 , 𝑔𝑖 }, 𝑖 = 1, · · ·𝑘}} (1)

Broadly, discrimination for the supervised learning set-up can
be expressed in terms of differences in model performance across
different subgroups; these differences can be evaluated w.r.t. one
class of interest (typically, the positive class) or w.r.t. both classes.
Moreover, model performance can be evaluated in terms of different
conditions: just predictions or predictions given the ground truth.
We use the generic notation 𝐶 to denote these extra conditions.

For mono-discrimination, this broad definition can be expressed
as differences in expected outcomes of the groups:

F𝑆 𝑗
≡ 𝑎𝑏𝑠 (𝑃 (𝑦 | 𝑔 𝑗 ,𝐶) − 𝑃 (𝑦 | 𝑔 𝑗 ,𝐶)) − 𝜖 (2)

where F𝑆 𝑗
is the mono-discrimination w.r.t. 𝑆 𝑗 , 𝑦 is the predicted

outcome, 𝜖 is the tolerated discrimination threshold, 𝑎𝑏𝑠 () is the ab-
solute value function, and𝐶 refers to the additional conditions w.r.t.
class(es) and measure of interest. For example, Statistical Parity [20]
only focuses on predictions in the positive class so𝐶 : [𝑦 = +], and
Equation 2 can be re-written as: F ≡ 𝑃 (𝑦 = + | 𝑔) − 𝑃 (𝑦 = + | 𝑔).
Equal Opportunity [32] focuses on the correct predictions in the
positive class, so 𝐶 : [𝑦 = 𝑦 | 𝑦 = +] and Equation 2 can be re-
written as: F ≡ 𝑃 (𝑦 = 𝑦 | 𝑦 = +, 𝑔) − 𝑃 (𝑦 = 𝑦 | 𝑦 = +, 𝑔).

12We use the term group (subgroup) if a single (respectively, more than one) protected
attribute(s) is used for the definition of the (sub)group.
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3.2 Cumulative discrimination
Cumulative discrimination is a natural extension ofmono-discrimination
to the multi-discrimination case with the conceptually isolated
groups defined separately based on each of the protected attributes.
Early works on multi-discrimination [1, 93] target cumulative dis-
crimination and formulate the problem as solving a set of fairness
constraints, one for each protected attribute. Following the generic
formulation of Equation 2, the cumulative discrimination over the
protected attributes 𝑆 = 𝑆1 × · · · ×𝑆𝑘 can be defined as an operation
on a vector of mono-discrimination:

F ⊙
𝑆

≡ ⊙(F𝑆1 , · · · , F𝑆𝑘 ) (3)

where F𝑆 𝑗
∈ R is the measured mono-discrimination w.r.t. 𝑆 𝑗 ,

𝑗 = 1, · · · , 𝑘 using the specified mono-discrimination case (c.f.,
Eq. 2), and ⊙ : R𝑘 → R is an operator e.g. 𝑚𝑎𝑥 (), 𝑠𝑢𝑚() that
defines how to “combine”/“assess” all-together the multiple mono-
discrimination. More recent works [72, 91] argue that any fairness
notion which aims to find themaximum discrimination towards any
protected attribute 𝑆 𝑗 among the set of protected attributes 𝑆 (i.e. us-
ing operator𝑚𝑎𝑥 () for ⊙() in Eq 3), is equivalent to the generalised
multi-dimensional discrimination formulation of Equation 3.

Although in legal practice a separate consideration of grounds
in principle allows redress of cumulative discrimination (see Sec-
tion 4.3.1), its application in ML comes with flaws as it targets
discrimination in groups defined on single protected attributes but
not in subgroups defined based on the intersection of several pro-
tected attributes. This drawback was first studied in [49] who also
termed the drawback fairness gerrymandering. In particular, it was
shown that a model trained to be individually fair w.r.t. different
protected attributes can still discriminate certain subgroups defined
based on the intersection of several protected attributes.

The problem can be elaborated with a hypothetical example.
During a routine raid by police in some part of the world where
drug trafficking is an existing major issue, some suspects (say 100)
are taken into custody. Now assume that based on the protected
attribute gender the suspected people can be divided into 60:40
male:female, and based on the protected attribute race the distri-
bution is 60:40 black:white. Considering both race and gender, 4
subgroups are formed: (White Male, #20), (White Female, #20), (Black
Male, #40), (Black Female, #20). Let us further assume an ML model
that is deployed to classify the questioned person as either “drug
trafficker” or “innocent”.

Figure 4 illustrates the finer distribution of the population based
on gender and race as well as the results of the MLmodel. As we can
see, the model conditioned on the equality of positive predictions i.e
Statistical Parity13 between groups defined by gender and between
groups defined by race, is fair: w.r.t. gender 50% of males (30 out
of 60) and 50% of females (20 out of 40) are predicted as suspected
“drug trafficker”. Likewise w.r.t race 50% of blacks (30 out of 60)
and 50% of whites (20 out of 40) are predicted as suspected “drug
trafficker”. Looking at the subgroups however, the model is unfair
e.g. to white females (20 out of 20 are predicted as suspected) with
100% suspect prediction compared to white males (20 out of 20 are
predicted as innocent) with 0% suspect prediction.

13The example would work with other fairness notions as well. We use statistical
parity due to its simplicity.

Figure 4: Prediction distribution of a hypothetical drug traf-
ficker detection model for different population (sub)groups.

3.3 Intersectional discrimination
Intersectional discrimination looks at the subgroups defined on the
intersection ofmultiple protected attributes (cf. also Section 2.2.2). [35]
was the first to study the problem of fairness in finer subgroups,
though the limitations of cumulative discrimination and the need
to focus on subgroups were clearly outlined in [49]. A generic defi-
nition of intersectional discrimination for the protected attributes
𝑆 = 𝑆1 × · · · × 𝑆𝑘 (adapting from the general definition of Eq. 3) can
be formulated as an operation over a vector of subgroup-specific
discrimination:

F ⊙
SG ≡ ⊙(F𝑠𝑔 |∀𝑠𝑔 ∈ SG) (4)

where 𝑠𝑔 ∈ SG is a subgroup (cf. Equation 1), F𝑠𝑔 ∈ R is the
measured discrimination w.r.t. 𝑠𝑔, and ⊙ : R |SG | → R is an arbi-
trary operator, e.g.𝑚𝑎𝑥 () that defines how the different subgroup
discrimination should be “combined/interpreted" all-together.

Intersectional discrimination is the most vividly studied multi-
dimensional discrimination type inML literature. Different methods
vary mainly w.r.t. how they define the discrimination for each sub-
group, i.e. F𝑠𝑔 , therefore, hereafter we focus on this aspect. Not
all methods propose an explicit “combination" over the discrimina-
tion of the subgroups, but rather try to optimise fairness for each
subgroup during discrimination mitigation [50, 58, 60, 76].
Statistical Parity Subgroup Fairness (SPSF) [49]: Kearns et
al. [49] introduced the term “fairness gerrymandering" to describe
the case where a classifier appears to be equitable when considering
any protected attribute alone, e.g. only gender or only race, but
might be unfair when looking at the intersection of different pro-
tected attributes (e.g. black women). To account for intersectional
discrimination they introduced Statistical Parity Subgroup Fairness
(SPSF ), an extension of the Statistical Parity (SP) [20] definition for
mono-discrimination.

The main idea is that the difference between the acceptance rate
(probability of positive prediction) P(𝑦 = + | 𝑠𝑔) of any subgroup
𝑠𝑔 ∈ 𝑆𝐺 from the overall acceptance rate P(𝑦 = +) proportional to
the relative size of the subgroup P(𝑠𝑔) in the data, must be smaller
than an allowed discrimination threshold 𝜖 . More formally:

F𝑠𝑔 ≡ P(𝑠𝑔) × 𝑎𝑏𝑠 (P(𝑦 = +) − P(𝑦 = + | 𝑠𝑔)) − 𝜖 (5)

The threshold 𝜖 ∈ [0, 1] quantifies the amount of allowed discrim-
ination towards any subgroup 𝑠𝑔 ∈ SG. The relative size of the
subgroup P(𝑠𝑔) allows avoiding fairness overfitting by ignoring
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discrimination for small fractions of the population (i.e. subgroups
which are very small in size, e.g. a singleton subgroup).

A major drawback of this definition is the possibility of high
false positive rates in order to balance the acceptance rate among
the different subgroups; which is a common critique of SP [32,
83] and stems from the fact that only predictions but not ground
truth are considered. Further, the method relies upon the subgroup
probability P(𝑠𝑔) estimated from the data and is therefore prone to
biased data representations. The advantage of this definition lies
in scenarios where a subgroup 𝑠𝑔 has very few positive instances
and comparatively many negative ones. In such a case, since the
relative size of the subgroup P(𝑠𝑔) is high, the discrimination in
this subgroup w.r.t. the positive class is boosted despite the small
number of positive instances. Such scenarios are highly likely when
the number of protected attributes is large.
False Positive Subgroup Fairness (FPSF) [49]: FPSF comprises
an extension of the widely used mono-discrimination notion of
Equal Opportunity (Eq.Opps) [32] that checks equality of positive
predictions between two demographic groups, assuming that peo-
ple in this group qualify (i.e. the ground truth is positive). More
precisely, it defines subgroup discrimination as the difference be-
tween incorrect acceptance (false positive) rate P(𝑦 = + | 𝑦 = −, 𝑠𝑔)
on a given subgroup 𝑠𝑔 and incorrect acceptance P(𝑦 = + | 𝑦 = −)
on the entire population (dataset) proportional to the relative size
of the negative subgroup P(𝑦 = −, 𝑠𝑔), to be less than a given
discrimination threshold 𝜖 . More formally:
F𝑠𝑔 ≡ P(𝑦 = −, 𝑠𝑔) × 𝑎𝑏𝑠 (P(𝑦 = + | 𝑦 = −) − P(𝑦 = + | 𝑦 = −, 𝑠𝑔)) − 𝜖

(6)

By considering ground truth labels, FPSF overcomes the risk
of high false positives rates (see critique on SPSF ). However, like
SPSF it relies upon distribution of the subgroups, specifically in the
negative (-) class and is therefore prone to biased representations.
This has been criticised in [26], where it is argued that the concept
of subgroup fairness, due to the consideration of the subgroup
probability P(𝑦 = −, 𝑠𝑔), is affected by the population size of the
subgroup |𝑠𝑔|. Thus, a discrimination towards a small subgroup 𝑠𝑔
gets unfairly overlooked.
Differential Fairness (DF) [26]: Foulds et al. [26] criticised the
concept of subgroup fairness for its inability to tackle dispropor-
tionate distribution of subgroups and proposed Differential Fairness
(DF) which extends the 80% rule of the U.S. “Equal Employment Op-
portunity Commission" [73] to multiple intersectional subgroups.
The idea here is to restrict ratios of outcome probabilities between
pairs of subgroups under a predetermined fairness threshold 𝑒𝜖 .
More formally:

F𝑠𝑔𝑗 ,𝑠𝑔𝑖 ≡
max[P(𝑦 = 𝑐 | 𝑠𝑔 𝑗 ), P(𝑦 = 𝑦 | 𝑠𝑔𝑖 )]
min[P(𝑦 = 𝑐 | 𝑠𝑔 𝑗 ), P(𝑦 = 𝑦 | 𝑠𝑔𝑖 )]

− 𝑒𝜖 , 𝑐 ∈ {+,−}

(7)

where 𝜖 is an admissible discrimination towards any subgroup,
𝑐 is the class of interest. The value of 𝜖 can be set for different pairs
subgroups, which can be determined using various factors such as
difference in their data distribution, known historical bias, required
economic utility, etc.

The authors showed that the DF definition closely follows data
privacy definitions [51] and provides provable privacy and fairness

Figure 5: Illustration of the subgroup data scarcity and sub-
group class imbalance problems for the Adult dataset.

guarantees. However, the DF definition is explicitly designed to
extend the 80% rule [73] between any two subgroups 𝑠𝑔𝑖 and 𝑠𝑔 𝑗 ,
which identifies disparate impact in cases where 𝑃 (𝑦 | 𝑠𝑔𝑖 )/𝑃 (𝑦 |
𝑠𝑔 𝑗 ) ≤ 0.8, for a disadvantaged subgroup 𝑠𝑔𝑖 and best performing
subgroup 𝑠𝑔 𝑗 . The definition is very closely related to the mono-
discrimination definition Statistical Parity [20] (cf. 3.1), as it focuses
only on the predicted output ignoring the ground truth.
Worst Case Fairness (WCF) [29]: Amore recent work [29] studied
the Differential Fairness (cf. Equation 7) and tried to extend the defi-
nition which generalises to match all possible mono-discrimination
definitions. They formulated the discrimination definition as a
worst-case comparison between subgroups under a given condi-
tion 𝐶 , where the condition 𝐶 (cf. Sec. 3.1) is applied to render the
subgroup discrimination definition comparable to a specified mono-
discrimination definition [20, 32, 70]. Unlike previous works[26,
49], they defined discrimination over the entire collection of sub-
groups SG as a min-max ratio of prediction probability over any
subgroup. Their definition compares worst performing subgroup
(min{𝑃 (𝑦 |𝑠𝑔,𝐶) |𝑠𝑔 ∈ SG}) to the best (max{𝑃 (𝑦 |𝑠𝑔,𝐶) |𝑠𝑔 ∈ SG}),
formally defined as:

FSG ≡ 1 − min{𝑃 (𝑦 |𝑠𝑔,𝐶) |𝑠𝑔 ∈ SG}
max{𝑃 (𝑦 |𝑠𝑔,𝐶) |𝑠𝑔 ∈ SG} (8)

This definition provides the scope to have a good overall evaluation
of discrimination, but it fails to provide, when needed, an in-depth
information of per-subgroup discrimination independently.
Discussion: Mitigating intersectional discrimination provides the
primary advantage of protecting against discrimination of finer
sub-populations. However, with many protected attributes, the
number of possible subgroups grows exponentially. Even assuming
all protected attributes are binary, we get 2 |𝑆 | subgroups, where
𝑆 is the set of protected attributes. This gives rise to a problem
of data scarcity within the subgroups, which means there exist
sub-populations with limited or no data, making it hard to properly
(machine) learn the subgroups.

To better understand the problem, we take a look at the popular
“Adult” dataset. The task is to predict whether the income of a
person exceeds 50𝐾/year, with greater than 50𝐾/year being the
positive class. The dataset contains ≈ 45𝑘 instances, we consider
race, gender, and age as protected attributes and assume each to
be binary [72], which gives us 8 subgroups in total. In Fig.5 we
highlight the data distribution for some of the subgroups. The

94



Multi-dimensional Discrimination in Law and Machine Learning - A Comparative Overview FAccT ’23, June 12–15, 2023, Chicago, IL, USA

first observation is that there is a subgroup scarcity problem as
the subgroups have very different cardinalities. For example, the
subgroup “Black Young Female" has only 555 (1.23%) instances,
whereas the “White Old Male" subgroup has almost 41 times more,
namely 22, 856 (50.54%) instances. Besides subgroup scarcity, we
observe varying positive:negative class imbalance ratios (CIR) for
every subgroups with higher imbalance for minority subgroups.
As a concrete example, the CIR for the underrepresented subgroup
“Black Young Female" is 1:61 (9 positive out of a total 555 instances)
which more than 38 times higher than majority subgroup “White
Old Male” with 1:1.6 CIR (8.6k positives out of 22.8k instances).

3.4 Sequential discrimination
Sequential discrimination by definition requires a sequence of
events (see also Section 2.2.3). The order of the events is very
important as discrimination at an earlier stage in the sequence
can have a larger impact than discrimination at a later stage [7].
This topic has only recently attracted the interest of the Fair ML
community. Existing works [68] are mainly aimed at long-term
(future outcomes) implications [7, 16, 41, 45, 94] of discriminatory
outcomes. Also, many of the works are aimed at solving sequen-
tial discrimination at an individual level, as it often relies upon
feedback from the dynamic/continuous system and how an indi-
vidual may act after receiving the feedback [16, 45, 94]. However,
staying true to the focus of this work we will keep the discussion
centred to multi-discrimination within the supervised learning set-
up as introduced in Sec. 3.1. However, differently from the batch
learning setup of Sec. 3.1, for sequential discrimination, data arrive
as a sequence of batches (each batch corresponding to a distinct
event, for example, the different steps of the hiring pipeline, see Ex-
ample 4). More formally, D = [𝐷1, 𝐷2, · · · , 𝐷𝑇 ], where 𝐷1 · · ·𝐷𝑇
is in a ordered sequence from 1 to 𝑇 , and each 𝐷𝑡 ∈ D consists
of 𝑛𝑡 instances such that 𝑛1 ≥ 𝑛2 ≥ · · · ≥ 𝑛𝑇 . The instances
of each event 𝐷𝑡 = (𝑢 (𝑖 ) , 𝑠 (𝑖 ) , 𝑦 (𝑖 )𝑡 ) ∼ 𝑃𝑡 are drawn as i.i.d sam-
ples from the underlying distribution 𝑃𝑡 (𝑈 × 𝑆 × 𝑌 ) such that
𝑦
(𝑖 )
𝑡 = + =⇒ ∀1≤𝑙≤𝑡𝑦

(𝑖 )
𝑙

= +, i.e. any instance (𝑖) labelled as
positive in 𝐷𝑡 means a positive label for (𝑖) in all the events ob-
served before 𝐷𝑡 (but vice-versa is not true). Following [7], for a
given protected attribute 𝑆 𝑗 ∈ {𝑔 𝑗 , 𝑔 𝑗 𝑗} and a sequence of observed
events 1, · · · ,𝑇 , sequential fairness w.r.t. 𝑆 𝑗 can be defined as:

F𝑆 𝑗
(𝑇 ) ≡ 𝑃 (𝑦𝑇 | 𝑔,𝐶)

𝑃 (𝑦𝑇 | 𝑔,𝐶) −
𝑇−1∏
𝑡=0

1
(1 + F𝑆 𝑗

(𝑡)) (9)

where F𝑆 𝑗
(𝑇 ) is sequential discrimination over the sequence 𝑇

and 𝑦𝑇 is the final predicted outcome at the end of the sequence.
Notice that the definition in Eq. 9 is recursive and considers in a
multiplicative form the discrimination observed from the beginning
of the process till previous step [0, · · · , (𝑇 − 1)]. Intuitively, the
multiplicative property of the definitions is designed to penalise
systems for higher discrimination in an earlier step/stage of the
decision process. Naturally, at the beginning of the sequence i.e. at
𝑡 = 0, the value of F𝑆 𝑗

(0) is not generated by the AI system and
is given externally as an input to rectify historical bias known in
the society. For better understanding, let us consider the 3-stage
hiring process example depicted in Fig 3. Considering gender as
the protected attribute, one observes that in CV review step 80%

male and 50% applicants get forwarded to the assessment (2nd) step.
Now, considering F𝐺𝑒𝑛𝑑𝑒𝑟 (0) = 0 i.e no existing/external histor-
ical bias w.r.t gender being considered, we get F𝐺𝑒𝑛𝑑𝑒𝑟 (1) = 0.6
i.e a discrimination score of 0.6 after time step 1 in the pipeline.
Then, even if in assessment step the system equally accepts both
the groups we get F𝐺𝑒𝑛𝑑𝑒𝑟 (2) = 0.37, and in the interview step
to have discrimination (zero) free prediction the system needs
to predict with 𝑃 (′𝑎𝑐𝑐𝑒𝑝𝑡 ′ |𝑓 𝑒𝑚𝑎𝑙𝑒) ≈ 2𝑃 (′𝑎𝑐𝑐𝑒𝑝𝑡 ′ |𝑚𝑎𝑙𝑒), since,∏2

𝑡=0
1

1+F𝐺𝑒𝑛𝑑𝑒𝑟 (𝑡 ) ≈ 1
2 .

The extension of sequential mono-discrimination to a multi-
discrimination sequential scenario could be a straightforward prac-
tice by defining discrimination F𝑆 𝑗

(𝑇 ) w.r.t. every protected at-
tribute 𝑆 𝑗 , for 𝑗 = 1, · · · , 𝑘 , and then combining them using an
arbitrary operator ⊙() as in Eq. 3. The definition presented in Eq. 9
is also applicable to more than one sub-populations [7], and thus
can be generalised to a multi-discrimination definition on the inter-
sectional subgroups SG (cf. Eq. 1):

F𝑠𝑔𝑘 (𝑇 ) ≡
𝑃 (𝑦𝑇 | 𝑠𝑔𝑚,𝐶)
𝑃 (𝑦𝑇 | 𝑠𝑔𝑘 ,𝐶)

−
𝑇−1∏
𝑡=0

1
(1 + F𝑠𝑔𝑘 (𝑡))

(10)

where F𝑠𝑔𝑘 (𝑇 ) defines the sequential discrimination on any under-
privileged subgroup 𝑠𝑔𝑘 (say black female) compared to the most
privileged subgroup 𝑠𝑔𝑚 (say white male) in the prediction 𝑦𝑡−1 on
the sequence of observed events till 𝐷𝑇 .

Though no prior work has specifically addressed the sequential
multi-discrimination problem, a generalisation of sequential mono-
discrimination to the “multi” case seems doable. The main issue
however, is still coming from data scarcity. Most of the work ad-
dressing the sequential discrimination problem relies on synthetic
data generation [16, 94]. Although the ACS-PUMS dataset intro-
duced in [17] and the Intesa Sanpaolo bank dataset used in [41]
possess the temporal property which is important to address a
sequential multi-discrimination problem, none of them has the
pipeline information which either includes stage-wise label infor-
mation [7] or change of feature/transitional information due to a
decision received in the previous stage [94]. This signals a need
for real-world datasets with temporal and stage-wise information
that can be investigated to analyse and develop better sequential
multi-fair models.

4 DISCUSSION
After reviewing the fair ML literature w.r.t. the typology from legal
scholarship, some aspects bear pointing out. In addition to technical
and policy-related challenges, differences in concepts of discrimi-
nation and fairness are highlighted by the disciplines’ relationship
with multi-dimensionality. In the fairly young interdisciplinary dis-
course on fairness in AI-based decision-making, law andML have to
learn how to incorporate conceptual work from their counterpart.

4.1 Caveat: Statistical fairness and
anti-discrimination law

The relationship between fair ML and anti-discrimination law is
evolving and far from clarified (see [86], [85] for EU law, [6] for
U.S. law). Particular questions concern whether and when anti-
discrimination lawmandates (or forbids) the adherence to statistical
fairness measures in AI-based decision making. Clearly, obligations
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to apply fairness measures must be proportionate, and maximising
utility (meaning predictive accuracy) for the decision-maker under
fairness constraints can help ensure such proportionality [30]. But
the specific balance is yet to be determined. The same applies to
the choice of fairness metrics [28]. It has been demonstrated in
detail that no one particular notion of fairness maps definitively
to the requirements of anti-discrimination law in judicial review
due to their inherent contextuality [86]. Although some authors
suggest accounting for historical disadvantages with “bias trans-
forming” fairness metrics such as statistical parity [85], such prac-
tices are not part of binding requirements under current doctrine
and will most likely be tested in court. Hence, with the academic
debate still ongoing and without specific case law, our considera-
tions have to be taken with the caveat that the requirements under
anti-discrimination and other fairness-related legislation cannot be
said to mandate the application of a specific fairness measure. Nor
do unequal outcomes as measured by fairness metrics necessarily
imply discrimination in a legal sense. Research is still building a
“legal-technical argumentation framework”[10] to which we aim to
add the multi-dimensionality of discrimination and fairness.

4.2 Categorical grounds and attributes in law
and ML

Fundamental differences can be found in the conceptualisation
of protected grounds or attributes, respectively. While our reflec-
tions on categorical grounds and attributes also apply to mono-
dimensional discrimination and fairness, they become particularly
apparent once multi-dimensionality is introduced. Perhaps un-
surprisingly, the recognition that grounds cannot be neatly sep-
arated and defined in isolation often leads to calls for an anti-
discrimination lawwithout such categories or with open-ended lists
of categories [55, 56, 79] or, alternatively, to their wide, contextual
or capacious interpretation[27], also for algorithmic discrimination
in particular [89].

Rather than innate attributes, intersectional andmulti-dimensional
theories of discrimination posit that the “categories” named by
grounds of discrimination are best understood as categorisations,
embedded in a process of social ascription and categorisation. They
oppose views which are critically termed “essentialism” or “essen-
tialising” and entail the assumption that categories and questions
of identity at the roots of discrimination are (only or predomi-
nantly) results of innate and static group differences. Relatedly,
essentialist views tend to define groups as internally unitary or
homogenous [13, 56], whereas intersectional and multidimensional
theories emphasise the diversity within groups (see, e.g. [42, fn. 16]).
Essentialising grounds of discrimination forces claimants under
anti-discrimination law to define protected groups by a presumed
difference from others and sort themselves into such a group [13,
p. 168], while they may not share the traits considered defining of
that group. In other words, an essentialist reading of discrimination
grounds risks reifying and reproducing the categorisations it is
intended to protect against. Intersectional analysis, on the other
hand, emphasises that the bases for discrimination are often context-
dependent social phenomena [59]. In structural intersectionality,
e.g., discrimination is considered oppression along axes of social
power relationships [5, 27]. Such a localisation of discrimination in

the intersections of oppression is deemed central to the framework
of intersectionality [52].

EU law arguably enables a non-essentialist interpretation of dis-
crimination grounds. The term racial origin, e.g. is used in EU anti-
discrimination law to combat racial discrimination, accompanied
by an explanation that this does not imply acceptance of theories
of separate human races (recital 6 of Directive 2000/43/EC) and
the ECJ has applied the law to cases of “discrimination by associa-
tion”, implying a non-essentialist reading 14. More specifically, [89]
argues that EU anti-discrimination law can be read as implement-
ing a (non-essentialist) dual conception of protected grounds as
a recognition of social identities and as a tool to capture social
hierarchies. Depending on the context, protected grounds can thus
capture categorising external ascriptions and stereotypes or group
affiliations and identities of the affected persons.

ML, on the other hand, utilises the categories in question as fea-
tures or attributes and often needs to assume their stability. At first
glance, ML methodology therefore seems to align more smoothly
with an essentialist conception of discrimination. In fair ML, dis-
crimination grounds appear as protected attributes or groups. Schol-
arship has emphasised how race is often assumed to be fixed and
mono-dimensional, even in work on algorithmic fairness [31]. But
because an essentialist concept of discrimination grounds can end
up reproducing the same group differences and hierarchies that
anti-discrimination law and fair ML aim to mitigate, critical schol-
arship is increasingly calling for a shift of focus in fair ML from
protected attributes to structural oppression [52] or social hierar-
chy [36]. Relatedly, work in fair ML research explicitly referencing
intersectional theories (such as [49]) has been criticised for missing
the lessons of intersectionality, pursuing intersectional fairness
only by splitting protected groups further into subgroups [36, 52].
In this regard, Iyola Solanke’s concise observation that “[w]hilst
attributes may be innate, stigmas are produced” [77], could be an
important lesson for fair ML research.

It is, at the least, a challenge to operationalise the contextual-
ity of anti-discrimination laws in ML [86], and multi-dimensional
discrimination, which is only insufficiently reflected in law itself,
exacerbates this challenge. Nevertheless, scholarship has already
highlighted potential methodological routes beyond fixed attributes
for ML [31] and for law [11, 89]. The aforementioned criticism also
demonstrates that the fairness community extends beyond the de-
sign and application of fairness definitions and may be able to
integrate to scholarship calling for a wider perspective on the role
of algorithms in oppression, e.g. [52]. A re-conceptualisation of
application of protected attributes can mean looking at the whole
socio-technical process of the introduction of AI-based decision-
making in a given environment, including awareness of assump-
tions about – or constructions of – target variables, desired prop-
erties and ground truth as well as the selection and construction
of protected attributes and respective labels. While some domains
particularly require objectivity and stability in class labels (consider,
e.g. skin tone differences in cancer screening), in other contexts,
labels for protected attributes may be appropriately obtained from

14See ECJ, C-303/06 - Coleman, C-83/14 - CHEZ ; for analysis, see [4, 89]. Note that
at the same time, essentialist interpretations persist, as demonstrated for German
jurisprudence by [56] or [33, p. 27-29] and it can be questioned whether categories in
anti-discrimination law always tend towards essentialism [13].
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affected persons themselves where personal identity or group affili-
ation matters but from external sources where stereotypes need to
be countered. Such a process, informed by social sciences, would
go some way towards implementing the dual understanding of
protected grounds in anti-discrimination law.

4.3 Conceptualisation of types of
multi-dimensional discrimination

The terminology regarding different types of discrimination differs;
the matter has even been described as a “lexical battlefield” [88].
Some scholars caution against defining seemingly clear-cut types
of multi-dimensional discrimination, calling it a “dangerously sim-
plifying complication” [5]. Below, we highlight some complexities
within the typology here applied.

4.3.1 Cumulative and intersectional fairness. The criticism regard-
ing a typology of multi-dimensional discrimination becomes appar-
ent with the the distinction between cumulative and intersectional
discrimination: intersectionality as a theory is capable of capturing
both without the need to define a clear distinction, as the respective
disadvantages are manifestations of the underlying intersecting
power relationships. In the affected persons’ experience, too, the
involved grounds are likely to be present at the same time and in-
separably. Consequentially, some doubt the usefulness cumulative
discrimination as a separate type [75]. As apparent from Figure 1,
cumulative and intersectional discrimination both concern how an
individual or group is affected when focusing on subgroups defined
by two or more discrimination grounds or protected attributes. This
common property can be observed in discussions about adequate
compensation: A court finding of discrimination based on only one
of the involved grounds may not reflect the discriminated individ-
ual’s experience[11] and the extent of the injustice suffered[79].
Some jurisdictions award higher compensation in cases of “multiple
discrimination” [12, 27]. Whether higher compensation should be
awarded is subject to debate (see [75] for a brief overview) and
higher compensation for both cumulative and intersectional dis-
crimination may be motivated by the argument that individuals in
subgroups are more vulnerable in many respects[75, 79].

However, despite the somewhat blurry line between the two [5],
in intersectional discrimination intersecting grounds of discrimina-
tion are so intertwined that they practically constitute a single
criterion applied for differentiation. The disadvantage of a dis-
criminated subgroup in intersectional discrimination cannot be
explained by “adding up” disadvantages of two or more groups
defined by only one protected ground. Precisely this disadvanta-
geous impact on a subgroup leads to challenges in legal protection
that do not pertain to cumulative discrimination: While intersec-
tional and cumulative discrimination both may in some cases be
captured by invoking only one of the involved grounds in court
or invoking grounds separately [27], such a strategy is likely to
result in complete review for cumulative discrimination (even if
potentially understating a claimant’s alleged disadvantage), but not
for intersectional discrimination. The ECJ cases mentioned in 2.3
and literature [11, 15, 55] have demonstrated that intersectional
discrimination tends to elude judicial analysis altogether when the

involved grounds are separated. Moreover, differences between cu-
mulative and intersectional discrimination can be highly relevant
in doctrine for potential grounds for justification [87].

ML approaches to intersectional fairness, by focusing on sub-
group fairness, also start out by considering different protected
attributes fundamentally intertwined. This makes sense because
intersectional discrimination involves the specific challenge of data
scarcity for subgroups discussed in 3.3. On the other hand, the
common focus of cumulative and intersectional discrimination
on subgroups can play an important role, as Sections 3.2 and 3.3
demonstrate. Ensuring statistical fairness - by any measure - for
subgroups will also do so for groups, thus mitigating intersectional
and cumulative disparities. Approaches relying only on the no-
tion of cumulative discrimination have the drawbacks highlighted
in 3.2, but may be helpful when data scarcity renders a focus on
intersections all but practically impossible.

4.3.2 Cumulative and sequential fairness. In sequential discrimi-
nation each of the multiple incidents of discrimination in a tem-
poral order may involve any other type of discrimination (mono-
dimensional, cumulative or intersectional). Importantly, there is a
potential overlap with cumulative discrimination. Most legal tools
against discrimination, such as liability, are retrospective and re-
quire a “discriminatory treatment” or “particular disadvantage” in
an area covered by anti-discrimination law (employment and, to a
lesser degree, supply of goods and services). Legal redress is thus
often restricted to a treatment, criterion, provision or practice with
a direct and tangible economic impact on the affected person 15.
In hiring, e.g. the rejection of a candidate will typically be at the
centre of analysis. But applicants usually undergo several steps in
a recruitment process, e.g. CV review, assessment centre tasks or
psychometric measurement and interviews as shown in Figure 3.
Each of these practices bears potential for discrimination 16. If
different steps disadvantage a candidate based on different discrim-
ination grounds, the final decision may present itself as cumulative
discrimination.

In ML, however, cases involving cumulative discrimination from
a legal perspective may be addressed as a special type of sequen-
tial discrimination from an engineering perspective: the process can
be segmented and each step addressed according to the sequence.
Such use-case are sometimes referred to as fair pipelines [68]. Re-
search has shown that under certain conditions interventions at
one stage can even propagate through the whole process [7]. Due
to the presence of a well-defined task and outcome (e.g. fill an open
position) such cases offer more concrete options for interventions
for fairness than the “typical” sequential discrimination from legal
scholarship (cf. Fig. 2), where the effects of discrimination at one
decision point on subsequent decisions are hard to determine. Se-
quential scenarios are well-known and highly important for ML:
learning a model is typically the result of a multi-step process,
15This applies especially to jurisdictions relying on individual claimants to enforce
anti-discrimination law. In C-54/07 - Feryn, par. 21-28, however, the ECJ ruled (notably
following a type of class action under Dutch law) that an identifiable affected individual
was not required for a finding of discrimination if an employer publicly declares their
intention to discriminate in hiring.
16For examples of potential biases, see https://www.reuters.com/article/us-amazon-
com-jobs-automation-insight-idUSKCN1MK08G for automated CV review and
https://www.technologyreview.com/2021/02/11/1017955/auditors-testing-ai-hiring-
algorithms-bias-big-questions-remain/ for automated assessment center applications.
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from data selection to pre-processing, cleaning, model selection
and evaluation. Bias can penetrate in each of these steps; e.g. w.r.t.
dataset selection a strong bias towards certain demographics has
been shown in visual datasets [21] or, w.r.t. pre-processing, it has
been shown that the encoding method for categorical protected
attributes can lead to biased models [61]. Addressing such cases as
sequential discrimination seems a promising route for fair ML.

5 OUTLOOK
We have introduced the multi-dimensionality of discrimination,
taken from legal scholarship, as a not yet fully explored foundational
problem of fairness in AI-based decision-making. Looking more
closely at different types of discrimination, we can learn how to
better address them in decision-making processes. Our review ofML
research has shown that the field has begun to address some of the
issues raised by multi-dimensionality, predominantly focussing on
intersectionally fair algorithms. We have also pointed out obstacles
to a common understanding of protected grounds and attributes,
and highlighted concerns that essentialist approaches insufficiently
reflect multi-dimensionality. These findings raise questions that
legal and computer science scholarship have just begun to explore.
We can only point to a few of these:
Sources and definition of protected attributes: Research re-
flecting on protected attributes is needed to fully appreciate the
multi-dimensionality of discrimination. This begins with the ques-
tion which protected attributes to use in a given context: Should
these be limited to the grounds covered by anti-discrimination law
or address further disadvantages? This choice is even more chal-
lenging when multiple jurisdictions are involved [10]. More work is
needed on the expansion of fairness frameworks to more protected
grounds. Subsequently, protected attributes need to be defined and
data labelled accordingly. This process needs to be informed by
other disciplines, especially social sciences and law, where cases
are available.
Fairness trade-offs between (sub-)groups:With an increasing
number of protected attributes, including subgroups, it becomes
more likely that increasing fairness for one attribute limits or de-
creases fairness for others. Beyond a balancing of rights [28], the
law does not provide clear guidance for such scenarios. A factual “hi-
erarchy” of discrimination grounds exists w.r.t. scope and strictness
of protection [37, 38], but it seems unlikely that it was intended by
the lawmakers to be applied to direct trade-offs (cf. the explanatory
memorandum to Directive 2000/78/EC[14]). Doing so could incite a
“battle of oppressions” [37] on who is more deserving of protection.
While this is a known issue, it may become more pressing when
directly laid open by the seeming precision of statistical fairness
measures. Future work should address these questions.
Data scarcity for intersectional subgroups: On a practical level,
methods to assess fairness under the condition of data scarcity (see,
e.g. [82] for tentative ideas) are important to detect and address
cumulative and, especially, intersectional forms of discrimination
as the collection of more data on protected attributes, including
subgroups, meets various challenges[3]. In the legal domain, much
comes down to the question of enabling the collection and use of
strictly regulated sensitive data (cf. art. 9 GDPR) for fair ML while

ensuring data privacy [81]. Art. 10 (5) of the planned EU AI Act 17,
allowing the use of sensitive personal data for bias monitoring,
detection and correction may be a step towards a new balance.
Data scarcity could be also addressed in other ways, for example by
generating synthetic data of desired characteristics [18]. However,
describing the characteristics of the targeted subgroups is not an
easy task and might introduce subgroup biases and prejudices and
lead to both allocative and representational harms. Even if data
is available, statistical tests applied in ECJ jurisprudence are not
always suitable for identifying discrimination of small minority
groups [86], which is a particular problem for intersectional discrim-
ination. Thus, work on suitable statistical tests for discrimination
under the law is needed.
Sequential scenarios:MLmodels are the result of complex pipelines
with several components and decisions affecting the resulting mod-
els. As bias and discrimination w.r.t. a single or more protected
attributes can arise at any stage of the pipeline, it is important to
take into account the discriminatory effects of these components
in the overall pipeline and address them holistically rather than in
isolation in order to improve the overall utility of the model.
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