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Motivation (1/2)

Multi-fair capacitated students-topics grouping problem
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Motivation (2/2)

Multi-fair capacitated students-topics grouping problem

Student   

satisfaction w.r.t 

students’ 

preferences
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Problem definition (1/2)

▪ X = {x1,…, xn}: n students, T = {t1,…, tm}: a set of m topics

▪ Protected attribute, e.g., gender, 𝜓 𝑥𝑖 = 𝑝, ҧ𝑝 , i.e. {female, male}

Multi-fair capacitated students-topics grouping problem

Students choose h topics as their wishes V: level of interest in the topic W: time-weight matrix based 

on registration time
𝑤𝑒𝑙𝑓𝑎𝑟𝑒𝑖𝑗 = 𝛼𝑣𝑖𝑗 + 𝛽𝑤𝑖𝑗
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Problem definition (2/2)

▪ The goal is to divide all students into k groups G = {G1,…, Gk}, k ≤ m, which 

maximizes the objective function:

▪ The group assignment is fair, i.e., maximizing the objective function (students’ satisfaction)

▪ b𝑎𝑙𝑎𝑛𝑐𝑒(𝐺𝑟) is maximized: fairness constraint w.r.t protected attribute

▪ 𝐶𝑙 ≤ 𝐺𝑟 ≤ 𝐶𝑢: capacity constraint

where: 𝐽 = 𝑗1, … , 𝑗𝑘 = 𝑗 𝑥𝑖 ∈ 𝐺𝑟 , 𝑤𝑒𝑙𝑓𝑎𝑟𝑒𝑖𝑗 > 0} , r = 1..k

𝑦𝑖𝑗𝑟 = ቐ
1 𝑖𝑓 𝑥𝑖 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑡𝑜𝑝𝑖𝑐 𝑡𝑗𝑟
0 𝑖𝑓 𝑛𝑜𝑡

𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝐺𝑟 = min
{𝑥 ∈ 𝐺𝑟|𝜓 𝑥 = 𝑝}

{𝑥 ∈ 𝐺𝑟|𝜓 𝑥 = ҧ𝑝}
,
{𝑥 ∈ 𝐺𝑟|𝜓 𝑥 = ҧ𝑝}

{𝑥 ∈ 𝐺𝑟|𝜓 𝑥 = 𝑝}

Multi-fair capacitated students-topics grouping problem

𝐿 𝑋,G = ෑ

𝑟=1

𝑘

(1 +෍

𝑖=1

𝑛

𝑤𝑒𝑙𝑓𝑎𝑟𝑒𝑖𝑗𝑟 ∗ 𝑦𝑖𝑗𝑟)
L(X, G) is the Nash 

social welfare function*

Multi-fair 

capacitated (MFC) 

grouping problem

* Fluschnik et al., Fair knapsack. In AAAI, 2019
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Proposed methods

▪ Greedy heuristic approach

▪ Assign students to the most preferred topic among their preferences

▪ Knapsack-based approach

▪ Search the most suitable students for each topic by a maximal knapsack problem

▪ MFC knapsack approach

▪ Search the most suitable students for each topic by a new MFC knapsack satisfying 

constraints of the MFC problem

Multi-fair capacitated students-topics grouping problem

Student’s preferences

Group’s cardinality

MFC constraints
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Greedy heuristic approach

▪ 2-step approach

▪ Assign students to groups

▪ Assign students to their most preferred topic

▪ If many students choose the same topic, we assign the student with the highest 

welfare value to the topic

▪ Group adjustment

▪ To satisfy constraints (fairness w.r.t. protected attribute, cardinality).

▪ If there are ungrouped students, we will try to assign them to existing groups

Multi-fair capacitated students-topics grouping problem
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Knapsack-based approach (1/2)

▪ Select suitable students for a group by a maximal knapsack problem

▪ For each topic 𝑡𝑗𝑟 ∈ 𝑇, r is the index of k selected topic  𝐽 = 𝑗1, 𝑗2, … , 𝑗𝑘 , select a subset 

of students (Gr):

where 𝑦𝑖𝑗𝑟 = 1 if xi is assigned to topic 𝑡𝑗𝑟, otherwise 𝑦𝑖𝑗𝑟 =0 

▪ value ~ welfare, weight ~ capacity

Multi-fair capacitated students-topics grouping problem

Source: https://en.wikipedia.org/wiki/Knapsack_problem
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Knapsack-based approach (2/2)

▪ 2-step approach

▪ Assign students to groups

▪ Select suitable candidates among unassigned students by the result of a vanilla 

maximal knapsack problem

▪ Use dynamic programming to solve the knapsack problem

▪ Group adjustment

▪ Apply the same procedure as in the greedy heuristic approach

Multi-fair capacitated students-topics grouping problem
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MFC knapsack approach (1/3)

▪ MFC knapsack algorithm

▪ Search the group of suitable student w.r.t. MFC constraints: select a subset Gr:

Multi-fair capacitated students-topics grouping problem
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MFC knapsack approach (2/3)

▪ 2-step approach

▪ Assign students to groups

▪ Select suitable candidates among unassigned students by the result of a group 

fairness MFC knapsack problem

▪ Use dynamic programming to solve the MFC knapsack problem (inspired by 

knapsack problem with group fairness constraints of Patel et al. (2021)*

▪ Group adjustment

▪ Apply the same procedure as in the greedy heuristic approach

Multi-fair capacitated students-topics grouping problem

* Patel, D., Khan, A., & Louis, A. (2021). Group fairness for knapsack problems. In Proceedings of the International Joint Conference on Autonomous Agents and 

Multiagent Systems, AAMAS (Vol. 2, pp. 989-997).
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MFC knapsack approach (3/3)

Multi-fair capacitated students-topics grouping problem

The total welfare of the first s
students in the set S with 

capacity w on group p ∈ {0,1}

The total welfare with capacity w

w.r.t. the protected attribute
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Evaluation

▪ Dataset

▪ Real data science dataset: Students have to register 3 desired topics out of 16 topics

▪ Student performance: generate student’s preferences (semi-synthetic dataset)

▪ Measures

▪ Nash social welfare

▪ Balance

▪ Satisfaction level: 

▪ Baseline

▪ The CPLEX integer programming model

Multi-fair capacitated students-topics grouping problem
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Experimental results (1/3)

▪ The MFC knapsack method 

is better:

▪ In terms of the Nash social 

welfare and satisfaction 

level

▪ When a group has at least 

4 people

▪ CPLEX fails to assign 

students while maintaining 

only a constant number of 

groups

Multi-fair capacitated students-topics grouping problem

Performance of methods on the real data science dataset
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Experimental results (2/3)

Multi-fair capacitated students-topics grouping problem

Performance of methods on Student performance – Mathematics dataset
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Experimental results (3/3)

▪ In all datasets, the 

knapsack-based model 

shows the best 

performance with α = 1.0 

and β = 1.0

Multi-fair capacitated students-topics grouping problem

Real data science: Impact of α, β parameters on the knapsack-based model
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Conclusion

▪ We introduced the MFC grouping problem:

▪ Ensures fairness in multiple aspects: i) student satisfaction and ii) protected attribute 

▪ Maintains groups’ cardinality within the given bounds. 

▪ We proposed three methods: 

▪ The greedy heuristic approach

▪ The knapsack-based approach

▪ The MFC knapsack approach

▪ The experiments show that our methods are effective regarding student satisfaction 

and fairness w.r.t. the protected attribute while maintaining cardinality within the given 

bounds.

Multi-fair capacitated students-topics grouping problem
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Thank you for your attention!
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