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Abstract
Unfair treatment and discrimination are critical ethical concerns in

AI systems, particularly as their adoption expands across diverse

domains. Addressing these challenges, the recent introduction of

the EU AI Act establishes a unified legal framework to ensure legal

certainty for AI innovation and investment while safeguarding pub-

lic interests, such as health, safety, fundamental rights, democracy,

and the rule of law (Recital 8). The Act encourages stakeholders to

initiate dialogue based on existing AI fairness notions to address

discriminatory outcomes of AI systems. However, these fairness

notions often overlook the critical role of Socio-Economic Status

(SES) and fail to capture the compounded effects of economic privi-

lege, inadvertently perpetuating biases that favour the economically

advantaged. This oversight is particularly concerning given that

the principles of equalization advocate for equalizing resources

or opportunities to mitigate disadvantages beyond an individual’s

control. While provisions for discrimination are laid down in the

AI Act, specialized directions should be broadened, particularly in

addressing economic disparities perpetuated by AI systems. In this

work, we explore the limitations of popular AI fairness notions

using a real-world dataset (Adult), highlighting their limitations,

particularly their inability to address SES-driven disparities. To ad-

dress this gap, we propose a novel fairness notion, Socio-Economic

Parity (SEP), which incorporates SES and promotes positive actions

for underprivileged groups while accounting for factors within indi-

vidual’s control, such as working hours, which can serve as a proxy

for effort. We define a corresponding fairness measure based on this

notion, and optimize a model constrained by SEP to demonstrate

its practical utility. Our empirical results demonstrate the effective-

ness of our approach in mitigating SES-driven biases. By analyzing

the AI Act with our method, we lay a foundation for aligning AI
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fairness with SES factors while ensuring legal compliance in AI
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1 INTRODUCTION
“We seem to be back in the Dickensian world of Hard
Times, with the haves facing off against the increasingly
alienated have-nots, with no resolution in sight” [7]

Unfair treatment and discrimination [17, 39] in AI systems — of-

ten described as AI bias or unfairness — are widely recognized as

significant ethical concerns [47, 54, 55]. The pervasive integration

of AI across various societal and economic domains has amplified

the urgency of addressing these issues. This is further underscored

by the increasing global adoption of AI-related legal frameworks

[51], including the landmark EU AI Act proposed in 2021, which

catalyzed a 1,200% increase
1
in regulatory activities in the follow-

ing year. While the Act provides a comprehensive framework for

addressing discrimination, its scope should be broadened to include

specialized directions targeting economic disparities perpetuated

by AI systems [33]. These disparities are deeply rooted in Socio-

Economic Status (SES), which disproportionately affects historically

marginalized groups [33]. For instance, individuals subjected to dis-

crimination based on traditional grounds, such as sex and race, are

often overrepresented among economically disadvantaged popula-

tions [32]. This intersectionality of SES with existing vulnerabilities

further exacerbates systemic inequities [6], violating principles of

equalization [24], which advocate for equalizing resources or oppor-

tunities to mitigate disadvantages beyond an individual’s control.

Notably, at the EU level, the pay gap between men and women was

1
Based on public data for 2021 and 2022 from the AI Index 2024 Annual Report by

Stanford University [2].
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13% in 2020 and has decreased by only 2.8 percentage points over a

decade [16].

Despite advancements in AI fairness metrics [8, 14], most fail to

capture the compounded effects of socio-economic privilege. This

limitation creates critical gaps in addressing SES-driven disparities

that produce unfair advantages across protected attributes such as

sex [42] or race [44, 70]. To bridge this gap, we propose a novel

fairness notion, Socio-Economic Parity (SEP), along with its stricter

variant, Conditional Socio-Economic Parity (CSEP), explicitly in-

corporating SES into fairness considerations. Our contributions in-

clude introducing SEP and CSEP, demonstrating their effectiveness

in mitigating SES-driven bias through evaluations on the Adult

dataset [10], and analyzing their alignment with the AI Act to

bridge fairness-aware ML research with regulatory frameworks.

Using this approach, we emphasize positive actions for underpriv-

ileged groups while accounting for individual-level factors [13]

(e.g., working hours). We demonstrate that existing fairness no-

tions—such as Equal Opportunity [38], Demographic Parity [23],

and Conditional Demographic Parity (CDP) [20]—fail to address

SES-driven disparities and inadvertently reinforce biases favouring

economically privileged groups. Our empirical results highlight

the effectiveness of SEP and CSEP in mitigating SES-driven bias.

Furthermore, through an analytical study of the AI Act in parallel

with our proposed methods, we establish a foundation for fostering

dialogues that align AI fairness in socio-economic applications,

emphasizing the importance of addressing SES-driven disparities.

The remainder of the paper is organized as follows: We start

by presenting the investigation over the protected grounds in the

context of SES under EU law (Sec. 2). Sec. 3 contextualizes socio-

economic disparities through the existing fairness definitions, un-

derlying challenges, and the driving motivations and objectives

behind addressing them. Sec. 4 outlines the proposed solution, fo-

cusing on key variables, and thresholds for fairness tests. Sec. 5 ex-

amines the proposed notion through justifications, drawing on the

AI Act and outlining also the legal framework of anti-discrimination

law, which the regulation assigns with addressing specific issues

related to AI bias. Sec. 6 discusses the implementation of the assess-

ments of the AI Act through fairness measures. Sec. 7 concludes

the paper with challenges and limitations.

2 PROTECTED, NON-PROTECTED GROUNDS
AND PROXIES IN THE CONTEXT OF SES
UNDER EU ANTI-DISCRIMINATION LAW

The investigation of protected grounds
2
, which can affect the iden-

tification of various vulnerable groups under SES, according to

EU non-discrimination law, is based on Article 2 of the Treaty on

European Union (TEU) and Articles 10 and 19
3
of the Treaty on the

Functioning of the European Union (TFEU), while EU secondary

law prohibits discrimination in relevant adopted Directives
4
on

2
Anti-discrimination law provides protection on the grounds of protected attributes

[3].

3
The list of Article 19 includes the following protected grounds: sex, racial or ethnic

origin, religion or belief, disability, age or sexual orientation.

4
Directive 2000/43/EC against discrimination on grounds of race and ethnic origin;

Directive 2000/78/EC against discrimination at work on grounds of religion or belief,

disability, age or sexual orientation; Directive 2006/54/EC equal treatment for men

and women in the field of employment and occupation; Directive 2004/113/EC equal

treatment for men and women in the access to and supply of goods and services.

defined grounds [71]. Additionally, Article 21 of the EU Charter of

Fundamental Rights provides a broader, non-exhaustive list
5
. How-

ever, it should be mentioned that this extended list in the Charter

is limited solely to discrimination by the institutions and bodies

of the EU, when exercising powers conferred under the Treaties

and by Member States only when they are implementing Union

law [43], indicating its limited scope when also being examined

in the context of algorithmic fairness. In parallel, the European

Convention on Human Rights (ECHR) law of the Council of Europe

also plays a key role on the protected grounds under Article 14
6

in the EU environment, as the Treaty of Lisbon permitted the EU

to accede to the ECHR [22, 56]. The non-exhaustive list of Article

14 does not include SES as a protected ground either, although, it

allows potential expansion by the European Court of Human Rights

[30, 67]. Nevertheless, it should be noted that the European Court

of Human Rights receives claims from victims of rights violations

by States Parties to the Convention, with only a potential indirect

effect on private actors [34].

Therefore, it becomes clear that SES is not considered a protected

ground under EU law. It is nevertheless protected in the national

law of certain EU Member States [71]. Namely, 10
7
of the 27 EU

Member States, according to the 2019 comparative analysis of non-

discrimination law in Europe [19], incorporate grounds related to

SES into their anti-discrimination legislation with relative termi-

nology as follows: social status, property, economic vulnerability,

social origin, social standing, economic situation, profession and

part-time employment. Apart from the investigation of protected

grounds in the EU legal environment, and particularly in the case of

SES, it should be noted that there are also non-protected categories

that can serve as proxies for a protected ground [72]. Algorithms

effectively identify correlations between factors that may not be

identical to the protected ground; nevertheless, when considered in

conjunction [34], these correlations can highlight the significance

and the interference of proxies with the protected grounds and thus

justify the existence of discrimination.

3 PROBLEM BACKGROUND AND
MOTIVATION

We consider a supervised fairness-aware machine learning setup

where a dataset D is drawn from an independent and identically

distributed (i.i.d.) sample space P(𝑋, 𝑆,𝑌 ). Here, 𝑋 denotes un-

protected attributes (e.g., education, job experience), 𝑆 represents

protected attributes (e.g., race, sex), and 𝑌 is the target class (e.g.,

loan approval). Protected attributes in 𝑆 identify historically dis-

criminated groups [61], which must be safeguarded in automated

decision-making 𝐸 (ℎ(𝑥)). E(ℎ(𝑥)) is the expected favourable out-

come from a predictor ℎ(). Without loss of generality, we assume

5
The list of Article 21 includes the following protected grounds:“. . .on any ground
such as sex, race, colour, ethnic or social origin, genetic features, language, religion or
belief, political or any other opinion, membership of a national minority, property, birth,
disability, age or sexual orientation.”
6
The list of Article 14 includes the following protected grounds:“. . .on any ground such
as sex, race, colour, language, religion, political or other opinion, national or social origin,
association with a national minority, property, birth or other status.”
7
Belgium (social origin and wealth/income/property), Bulgaria (social status), Croatia

(property, social status, social origin), France (economic vulnerability), Greece (social

status), Hungary (social origin, financial status, part-time nature of employment),

Lithuania (social status), Romania (social status), Slovakia (social origin, property),

Slovenia (social standing, economic situation).
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𝑌 ∈ {0, 1}, with 𝑌 = 1 indicating favourable outcomes. Using this

setup, fairness notions can be generalized as:

E(ℎ(𝑥) | 𝐶) = E(ℎ(𝑥) | 𝑠,𝐶)), ∀(𝑥, 𝑠,𝑦) ∈ D (1)

where 𝑠 denotes protected identity (group or subgroup), and 𝐶

defines the fairness condition [63]. This formula ensures that mod-

els favourable outcomes are comparable across groups under the

specified fairness condition.

While numerous studies have explored various fairness notions [4],

their evaluations [46, 63], and underlying concepts [40], to the best

of our knowledge, none have specifically addressed the issue of

socio-economic status (SES)-driven bias in the context of achieving

demographic fairness. To understand the drawbacks of existing fair-

ness definitions in recognizing SES disparities, we focus on three

popular [4] notions: Equal Opportunity (EP) [38], Demographic

Parity (DP) [23], and Conditional Demographic Parity (CDP) [41].

EP ensures fairness in true positive rates across groups and aligns

with correctness in predictions. DP eliminates outcome dependency

on protected attributes, CDP extends DP by conditioning equality

on additional unprotected attributes like occupation, tackling nu-

anced disparities like those in “redlining” [62]. These notions were

selected due to their legal [49, 62, 69], and practical [8, 20, 58, 65] sig-

nificance in socio-economic contexts. Throughout the exploration,

we use the popular Adult dataset [10] as D, and for each fairness

notion employ an in-processing fair-classifier [1] ℎ(𝑋 ) constrained
on respective fairness notion.

Equal Opportunity (EP)[38]: Eq.1 specifies EP under 𝐶 = (𝑌 =

1), i.e., conditioned on the positive ground truth: E(ℎ (𝑥 ) | 𝑦 =

1) = E(ℎ (𝑥 ) | 𝑠, 𝑦 = 1) . While EP promotes prediction correctness

across demographics, it often struggles with class imbalances in

fairness-aware datasets [48]. For example, Fig.1 shows that an EP-

aware classifier[1] can maintain high TPR (𝑃 (ℎ(𝑋 ) = 1 | 𝑌 = 1))
and low FPR (𝑃 (ℎ(𝑋 ) = 1 | 𝑌 = 0)) for both sex yet still exhibit

substantial gaps in PPR (𝑃 (ℎ(𝑋 ) = 1)). Moreover, it exacerbates

imbalances against females across occupation, as seen in Fig.1,

thereby widening male-female disparities. The ground truth dis-

tribution (Fig.2) reveals that females experience fewer favorable

outcomes (PPR Female/Male≈ 0.36) than males. Even with respect

to capital-gain—a wealth proxy [52]—females consistently show

lower PPR than males with gap being higher for the less wealthier

(capital-gain below top 8%). Thus, EP by emulating ground truth,

can amplify entrenched socio-economic inequalities.

Demographic Parity (DP) [23]: DP is achieved when E(ℎ (𝑥 ) ) =
E(ℎ (𝑥 ) | 𝑠 ) in Eq 1, ensuring outcomes are independent of the

protected attribute. Originally motivated by the need to combat

racial discrimination in financial contexts (e.g., unequal credit)[65],

DP aims to yield nearly equal PPR across all demographics, as

shown by the DP-aware classifier[1] in Fig. 1 (PPR - females: 25.94%,

males: 27.92%). This often relies on higher false positives for the

disadvantaged group, resembling affirmative action’
8
, yet its blind

distribution of positive decisions raises concerns about exacerbating

negative prejudices against protected groups [8]. As an example

in Fig. 1, on high-income (#positive (>50K) > #negative (≤50K))
professions for males (c.f. Fig 2) such as Executive managerial’ and

8
“Affirmative action” or “positive action” (as referred to in the EU anti-discrimination

Directives) refers to specificmeasures favouringmembers of a disadvantaged group [30,

49].

‘Professional specialty’, DP-aware approach fails to address class

imbalances for females, missing opportunities for more targeted

positive action that could help mitigate existing disparities.

Conditional Demographic Parity (CDP) [20]: CDP extends

DP by conditioning equality in PPR on a categorical unprotected

attribute (denoted by 𝑋𝑎). More formally based on Eq 1: E(ℎ(𝑥) |
𝑎) = E(ℎ(𝑥) | 𝑠, 𝑎) for all 𝑎 ∈ 𝑋𝑎 . CDP draws inspiration from study

of “redlining” [62] effect, where location proxies led to financial

service disparities. For Adult, we trained a CDP-aware classifier

with “occupation” as the conditional attribute. As shown in Fig. 1,

it achieves nearly equal PPR for males (0.28) and females (0.24)

with high TPRs (>0.86). Unlike EP- and DP-aware classifiers, the

CDP-aware model achieves fairer outcomes across occupations

(Fig. 1), predicting a higher likelihood of high income for females

in high-income professions.

ShouldCDPbe the gold standard of fairness in socio-economic
contexts? Fig. 1 demonstrates that the CDP-aware classifier bet-

ter promotes protected demographics. However, it remains unclear

whether its decisions are influenced by factors such as SES-privilege.

Socio-economic privilege, including inherited wealth [45, 53], often

impacts opportunities [37]. Although the Adult dataset lacks some

explicit wealth attribute, the capital-gain attribute could serve

as a proxy [52]. Studies [60] suggest a strong correlation between

capital gain and favourable outcomes.

Using capital gain, we define the “Privileged” group as the top

5% in capital gain and the “underprivileged” group as the remaining

population. In Fig. 3, we observe stark disparities between these

groups across males and females. In particular, privileged males

and females achieve high PPRs (89.80% and 85.85%, respectively),

whereas underprivileged groups see sharp declines (23.74% for

males and 21.94% for females, respectively). Positive actions for un-

derprivileged females (through the CDP-aware classifier) contribute

to higher false positives (FPR 14.09%) compared to underprivileged

males (1.20%), which some may argue is necessary to promote

equity. However, as already mentioned, concerns arise about select-

ing undeserving candidates, potentially increasing biases against

protected groups [8].

To address this, we evaluate individual effort using a proxy,

the hours-per-week attribute
9
in Adult. In particular, we define

individuals above the mean as “high-effort individuals” [11]. Fig. 3

shows improved PPR for high-effort subgroups (34.98% for females

and 36.68% for males, respectively). Still, discrepancies in FPR (6%↓)
and PPR (59%↓) between privileged and the underprivileged females

show unfair treatment due to the privilege factor.

In conclusion, privileged groups benefit significantly from CDP,

while underprivileged individuals, even with high effort, remain

disadvantaged. Following the principle of equalization [24], affir-

mative actions should prioritize effort and need over privilege. Al-

though, the CDP-aware classifier, addresses some disparities, it fails

to explicitly account for wealth disparities and does not adequately

reward high-effort, underprivileged individuals. Therefore, CDP

may not suffice as the gold standard of fairness in socio-economic

contexts. Building on these observations, we propose a new fair-

ness notion that aims to capture both (demographic) need and

9
Work hours in this example is just used as a reference and not necessarily our view-

point. In reality measuring effort [13] can vary depending on policy. Our SEP and

CSEP notions can comply with any such real-valued function measuring effort.
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Figure 1: Distribution of positive (>50K) and negative (≤50K) classes for males and females predicted by EP-aware, DP-aware,
and CDP-aware classifiers. Occupations are sorted in ascending order w.r.t. count of positive (ground truth) labels from left to
right.

Figure 2: Ground truth distribution of positive (>50K) and negative (≤50K) classes for males and females by occupation.
Occupations are sorted in ascending order w.r.t. count of positive labels from left to right. PPR scores refer to the % of positive
labels in the ground truth. PPR of top 𝑝% represents the population with top 𝑝% capital gain.
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(individual) effort by explicitly integrating SES and effort into its

framework.

4 SOCIO-ECONOMIC STATUS-AWARE
FAIRNESS NOTION

Our findings in Sec. 3 suggest that to be fair in the socio-economic

context certain social factors, such as inherited privilege, and eco-

nomic factors such as individual effort, need to be considered. More

concretely:

a. The chances of favourable outcomes should not be hindered

for socio-economically underprivileged individuals.

b. Individuals in underprivileged subgroups who put higher

effort beyond a threshold should be given a higher chance

of positive rewards, ideally proportional to their effort.

c. Positive action for privileged subgroups should beminimized

in order to reduce the influence of privilege.

Building on these observations, we define two notions of SES-aware

fairness (Socio-Ecomomic Parity - SEP and its stronger counterpart,

Conditional SEP - CSEP) (Sec. 4.1) and their corresponding SES-

aware fairness metrics (Sec. 4.2). We train fair models based on these

metrics and evaluate their effectiveness inmitigating discrimination

(Sec. 4.3).

4.1 Defining Socio-Economic Parity (SEP) and
Conditional Socio-Economic Parity (CSEP)

Definition 1. A predictor ℎ is said to behold Socio-Economic
Parity (SEP) fairness if for any given economically privileged group
defined as (𝑋𝑝 ≥ 𝜏𝑝 ), and underprivileged sub-groups defined as
(𝑋𝑝 < 𝜏𝑝 , 𝑆 = 𝑠) by a socio-economic attribute 𝑋𝑝 , a privilege thresh-
old 𝜏𝑝 , a protected attribute 𝑆 , and demographic identity 𝑠 , it holds:

E(ℎ(𝑥)) = E(ℎ(𝑥) |𝑠, 𝑥𝑝 < 𝜏𝑝 ), ∀(𝑥, 𝑠,𝑦) ∈ 𝐷 ; 𝜁 : R→ [1,∞)
such that:

E(ℎ(𝑥) · 𝜁 (𝑥𝑒 ) | 𝑥𝑝 < 𝜏𝑝 , 𝑥𝑒 ≥ 𝑒) ≥ E(ℎ(𝑥) | 𝑥𝑝 < 𝜏𝑝 , 𝑥𝑒 < 𝑒),
E(ℎ(𝑥) | 𝑥𝑝 ≥ 𝜏𝑝 , 𝑦 = 0) ≤ E(ℎ(𝑥) · 𝜁 (𝑥𝑒 ) | 𝑥𝑝 < 𝜏𝑝 , 𝑥𝑒 ≥ 𝑒,𝑦 = 0)

(2)

where 𝑥𝑒 is the value w.r.t. 𝑋𝑒 -an identified non-protected at-

tribute that can be expressed as a proxy for measuring effort put

forth by an individual, 𝜖 is the disparity tolerance (ideally 0), and

𝜁 (·) is a real-valued function that relatively weights underprivileged
individuals (to ≥1) based on their effort value 𝑥𝑒 for individuals

with 𝑋𝑒 ≥ 𝑒 . The threshold 𝜏𝑝 defines the privileged group as the

population with top 𝑝% value distribution of 𝑋𝑝 .

In simpler words, SEP is achieved when the expected favourable

outcome for any protected group 𝑠 is independent of socio-economic

privileges. Additionally, it ensures that the false positive rate for

the privileged group is not higher than that of the underprivileged

group exerting high effort. Furthermore, the cumulative rewards for

underprivileged high effort individuals are proportionally weighted

based on their evaluated effort. A stronger (and more desirable)

version of the SEP fair notion, is what we call Conditional Socio-

Economic Parity (CSEP):

Definition 2. A predictor ℎ thats behold Socio-Economic Parity
(SEP) across all the categories 𝑎 defined by a categorical non-protected

attribute 𝑋𝑎 : 𝑋𝑎 ≠ 𝑋𝑝 , 𝑋𝑒 , is called Conditional Socio-Economic
Parity (CSEP) -fair. Formally:
E(ℎ(𝑥) | 𝑎) = E(ℎ(𝑥) |𝑠, 𝑎, 𝑥𝑝 < 𝜏𝑝 ),

∀𝑎∈𝑋𝑎,𝑋𝑎≠𝑋𝑝 ,𝑋𝑒
,∀(𝑥, 𝑠,𝑦) ∈ 𝐷 ; 𝜁 : R→ [1,∞)

such that:

E(ℎ(𝑥) · 𝜁 (𝑥𝑒 , 𝑎) | 𝑎, 𝑥𝑝 < 𝜏𝑝 , 𝑥𝑒 ≥ 𝑒) ≥ E(ℎ(𝑥) | 𝑎, 𝑥𝑝 < 𝜏𝑝 , 𝑥𝑒 < 𝑒),
E(ℎ(𝑥) | 𝑎, 𝑥𝑝 ≥ 𝜏𝑝 , 𝑦 = 0) < E(ℎ(𝑥) · 𝜁 (𝑥𝑒 , 𝑠, 𝑎) |

𝑎, 𝑥𝑝 < 𝜏𝑝 , 𝑥𝑒 ≥ 𝑒,𝑦 = 0)
(3)

Note that in Eq. 3, the function 𝜁 (·) takes the additional argument

𝑎. This is to ensure that the effort-based weighting also considers

the localized condition. For example, in each job, effort weights

will vary based on the threshold, such as the average working

hours per week in that job. The notion can be further refined by

adopting subgroup-specific thresholds for 𝜏𝑝 and 𝑒 , in order to

more accurately capture the socio-economic influences within each

community.

4.2 Measuring the violation of SEP and CSEP
Based on definitions of the SEP, and CSEP notions introduced in

Sec. 4.1, here we introduce the AI fairness metric measuring the

SES-aware bias/discrimination. Following Eq. 2, violation of SEP

can be measured as:

∀𝑠 ∈ 𝑆, |𝑃 (ℎ (𝑋 ) = 1) − 𝑃 (ℎ (𝑋 ) = 1 | 𝑋𝑝 < 𝜏𝑝 , 𝑆 = 𝑠 ) |

+| 1
𝐴

∑︁
𝑥 :𝑥𝑒<𝑒

𝑃 (ℎ (𝑋 = 𝑥 ) = 0 | 𝑋𝑝 < 𝜏𝑝 , 𝑆 = 𝑠,𝑋𝑒 < 𝑒 )

− 1

𝐵

∑︁
𝑥 :𝑥𝑒 ≥𝑒

𝜁 (𝑒, 𝑠 )𝑃 (ℎ (𝑋 = 𝑥 ) = 0 | 𝑋𝑝 < 𝜏𝑝 , 𝑆 = 𝑠,𝑋𝑒 ≥ 𝑒 ) |

+| 1
𝐶

∑︁
𝑥 :𝑥𝑝 ≥𝜏𝑝

𝑃 (ℎ (𝑋 = 𝑥 ) = 0 | 𝑋𝑝 ≥ 𝜏𝑝 , 𝑌 = 0)

− 1

𝐵

∑︁
𝑥 :𝑥𝑒 ≥𝑒

𝜁 (𝑒, 𝑠 )𝑃 (ℎ (𝑋 = 𝑥 ) = 0 | 𝑋𝑝 < 𝜏𝑝 , 𝑠, 𝑋𝑒 ≥ 𝑒,𝑌 = 0) | ≤ 𝜖

(4)

where 𝐴=
∑

𝑥𝑝<𝜏𝑝 ,𝑥𝑒<𝑒
1, 𝐵=

∑
𝑥𝑝<𝜏𝑝 ,𝑥𝑒 ≥𝑒

𝜁 (𝑒, 𝑠 ) , and 𝐶=
∑

𝑥𝑝 ≥𝜏𝑝
1, ensures

the respective parts remains a probability distribution. Note that

the second and the third part of the Eq. 4 focuses on equating the

probability negative predictions i.e., ℎ(𝑋 = 𝑥) = 0, contrary to

the favourable (positive) outcome expectation goal in Eq. 2. This is

intentional and necessary, to avoid penalizing individuals exerting

high effort. Similar to Eq. 4 we can trivially extend the measure

following Eq. 3 to evaluate CSEP violation conditioned on non-

protected condition 𝑋𝑎 .

In absence of mechanism to evaluate effort, or to simplify com-

putation and interpretation, violation of SEP (Eq. 4) can be relaxed

to: ∀𝑠 ∈ 𝑆, |𝑃 (ℎ (𝑋 ) = 1) − 𝑃 (ℎ (𝑋 ) = 1 | 𝑋𝑝 < 𝜏𝑝 , 𝑠 ) | ≤ 𝜖 where the

relaxed goal is to only capture the discrimination towards all the

underprivileged demographic subgroups.

4.3 Empirical effectiveness of SES-aware
fairness

To examine the effectiveness of our CSEP notion in reducing the

effect of SES, similar to our previous exploration, we optimize a

model [1] constrained on our notion (Eq. 3) and test it on the Adult

data. We plot the results in Fig 4. The key things to notice here is
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Figure 3: Predictions byCDP-aware classifier on female andmale demographics, across different occupations, for socio-economic
subgroups defined as privileged (individuals among top 5% capital gain), underprivileged (individuals below the top 5% capital
gain margin), and underprivileged with high efforts (underprivileged individuals with working hours per week greater than
mean of their demographics). Subplots that have fewer data (due to data scarcity of the subgroup) are presented with a zoomed
version inside the respective subplots to provide a better view of the results.

that our CSEP-aware model starkly improves the PPR of high-effort

underprivileged protected group to 56.44% (by 59%↑) by awarding

more positive actions for this niche subgroup (FPR 47.09%) while

keeping the false predictions for the overall underprivileged fe-

males at par with that of CDP-aware model (Fig. 3). Further, our

CSEP-aware model also brings down the positive actions for the

privileged females (FPR 58%↓) while keeping the overall PPR be-

tween male (27.84%) and female (24.19%) nearly equal. Fig. 5 further

compares PPR rates by hours per week for underprivileged males

and females under EP-, DP-, CDP-, and CSEP-aware models. No-

tably, CSEP allocates positive outcomes proportionally to effort

among high-effort underprivileged females (≥ mean effort), nearly

doubling the female-to-male PPR ratio (0.98 to 2.1) and mitigating

both overall demographic disparities and those observed among pro-

tected underprivileged subgroups (Fig. 2). Specifically, the PPR for

underprivileged females increases from below 0.3 for those working

fewer than the mean hours to above 0.6 for those exceeding it, reach-

ing nearly 0.7 for those working 55 hours
10

or more. In contrast,

10
Work hours in this example is just used as a reference and not necessarily our view-

point. In reality measuring effort [13] can vary depending on policy. Our SEP and

CSEP notions can comply with any such real-valued function measuring effort.

EP- and DP-based methods under-reward these high-effort females,

resulting in lower PPRs than their male counterparts. Although the

CDP-aware model provides higher PPR for all underprivileged in-

dividuals, it does so uniformly across both demographics, failing to

deliver the additional positive actions needed to support high-effort

underprivileged females and address remaining disparities.

5 INVESTIGATING SEP NOTION UNDER THE
AI ACT AND EU ANTI-DISCRIMINATION
LAW

By placing the provision of justifications at the forefront of the

study, we aim to ensure accountability, as the definition and reali-

sation of explicit selections of the important attributes, context and

any trade-offs of a fairness-aware metric undertaken to protect the

rights, freedoms, and interests of individuals [39]. Thus, drawing

upon the elucidation of the field of SES under the AI Act, the reg-

ulation states that “...AI systems used to evaluate the credit score or
creditworthiness of natural persons should be classified as high-risk AI
systems...” (Recital 58). In parallel, from the combination of Article

6(2) and Annex II, par. 5(b) of the AI Act, it is explicitly indicated
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Figure 4: Distribution of positive (>50K) and negative (≤50K) classes for males and females predicted by CSEP-aware classifier.
Occupations are sorted in ascending order w.r.t. count of positive (ground truth) labels from left to right.

Figure 5: Comparison of our CSEP-aware model against EP, DP, and CDP -aware models in distributing positive action towards
underprivileged females and males. Higher PPR ratio indicates higher preference of positive action for females.

that AI systems “intended to be used to evaluate the creditworthiness
of natural persons or establish their credit score, with the exception
of AI systems used for the purpose of detecting financial fraud” are
classified as high-risk AI systems, with the requirement to satisfy

the provisions laid down in Articles 8-15 (Chapter III, Section 2)

that should be assessed under the conduction of a conformity as-

sessment [Article 3(20)]. In addition to those obligations, deployers

of the systems that are described in Article 6(2) should perform

a Fundamental Rights Impact Assessment (FRIA) and notify the

national authority of the results (under the circumstances of Article

27); thus, regarding AI bias, the FRIA aims to detect and mitigate

the discriminatory risks of an AI system.

Regarding the topic of AI bias in AI systems, the AI Act for-

malises the requirement of identification and mitigation of unfair

discrimination in high-risk AI systems [Article 10(2)(f), (g)]. Espe-

cially for the aspect of detection, AI system providers should first
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identify the risk level of each AI system, recognising also the im-

portance of preventing the (re)production of biases, that can lead to

discrimination and taking into consideration the potential protected

ground(s) of discrimination under EU law; the requirement of rep-

resentative and ad hoc datasets [Article 10(3),(4)] also contributes

to that direction. Moreover, the requirement for human oversight

in Article 14(4)(b) of the AI Act shifts the focus to the identification

of automation bias by the responsible person “in the loop” in the

context of high-risk AI systems. Regarding accuracy, robustness

and cybersecurity, Article 15(4) introduces the requirement to ap-

ply bias mitigation measures to the development of high-risk AI

systems in order to avoid reproducing bias via “feedback loops”.

Furthermore, accountability is enhanced through the requirements

of the prior design of the technical documentation (Article 11) and

record-keeping of logs (Article 12).

Therefore, AI fairness-aware metrics should be designed through

the notions of proving compatibility with the fundamental rights in

order to be able to be utilized through the required assessments of

the AI Act. The right not to be discriminated, which is a fundamental

principle enshrined in EU law, should be explored and examined

by every attempt to address AI bias. From the text of the AI Act,

it is obvious that the regulation delegates the determination of

discrimination to existing EU legislation [21].

The two main forms of discrimination, under EU law, include

direct and indirect discrimination [68, 74]. Direct discrimination
11

occurs when a person is being undertaken less favourable treat-

ment than another in a comparable situation, based on a protected

ground, while indirect discrimination
12

exists when an ostensibly

neutral provision, criterion or practice sets people with a particu-

lar protected characteristic in a disadvantaged position compared

with others unless that provision, criterion or practice is objectively

justified by a legitimate aim and the means of achieving that aim

are appropriate and necessary
13

[29, 30]. Therefore, establishing

indirect discrimination requires demonstrating the presence of two

groups (comparators), one advantaged and one disadvantaged by

the contested measure [30]. An expression of direct discrimination

is discrimination by association [35], which can be identified when

a person is treated less favourably due to another person’s protected

characteristic
14
. In cases where several grounds of discrimination

exist, multiple discrimination takes place when the grounds op-

erate separately, and intersectional discrimination occurs when

the grounds interact, are inseparable and produce specific types of

discrimination; nevertheless, the Court of Justice of the European

Union (CJEU) has not recognized that a new category of discrimi-

nation can arise from the combination of more than one of those

grounds [30, 63].

11
Relevant provisions to EU law are included in Article 2(2)(a) of the Directive

2000/43/EC, Article 2(2)(a) of the Directive 2000/78/EC, Article 2(1)(a) of the Directive

2006/54/EC and Article 2(a) of the Directive 2004/113/EC, to the extent of the protected

grounds of the directives.

12
Relevant provisions to EU law are included in Article 2(2)(b) of the Directive

2000/43/EC, Article 2(2)(b) of the Directive 2000/78/EC, Article 2(1)(b) of the Directive

2006/54/EC and Article 2(b) of the Directive 2004/113/EC, to the extent of the protected

grounds in the directives.

13
Article 2(2)(b) Directive 2000/43/EC; Article 2(2)(b) Directive 2000/78/EC; Article

2(b) Directive 2004/113/EC; Article 2(1)(b) Directive 2006/54/EC.

14
See: CJEU, C-303/06, S. Coleman v. Attridge Law and Steve Law, 17 July 2008.

It has been widely claimed in the literature that AI bias should

be viewed and addressed through the concept of indirect discrim-

ination [9, 73, 75]. With the reasoning that direct discrimination

will arise only if the explicit or implicit bias of the decision-maker

influences the model, cases of unintentional discrimination, such

as those caused by sampling errors or historical bias, are excluded

from consideration [36] and due to the nature of AI systems, as they

depend on inferences and proxies for target variables and protected

attributes [68].

5.1 Automated contextual extraction of source
of privilege (𝑋𝑝 )

Starting from the principle of proportionality under indirect dis-

crimination, once it has been established, the burden of proof shifts

to the defendant, effectively initiating a proportionality test [35].

It has been argued that AI fairness metrics should be based on

the “proportionality test” (where the legitimate interest is pursued

in a manner that is both necessary and proportionate) [68]; this

approach can enhance the alignment between legal principles and

AI-fairness metrics and, per analogiam, in the determination of

the trade-offs and essential balancing of interests through fairness-

aware mechanisms. Therefore, our solution includes the implica-

tions and essential justifications for the following question:

Are the selected attributes of theAI fairness-aware approach/
metric necessary and appropriate to protect the legitimate in-
terests of the protected groups?15 From a top-down approach, we

start by identifying the source of biases that can affect the protected

groups. The attributes identified by our approach, as most critical

for accurately representing the comparators’ groups, depend on

statistical data and the ability of the trained models to identify

bias. By implementing computational fairness notions to compare

the treatment of different groups, clear statistical evidence of the

existence of discrimination can be provided; this evidence can be

taken into consideration by the court in cases involving allegations

of discrimination
16

[31, 74].

Also, it is revealed that the attributes (including protected grounds

and proxies) that are pivotal to influence the decisions as most

critical for accurately representing the comparators’ groups and

prone to affect the model’s learning bias, as the contribution of

determining proxy variables, which are non-protected grounds

(‘capital-gain’, ‘work-hour-per-week’, ‘occupation’) can guide the

AI fairness-aware measures, through the investigated correlations

to acknowledge protected grounds (‘sex’) and, as a result, contribute

to the aim of definition and transforming the harmful discrimina-

tory effects in SES context. The fact that the ground of SES is

not covered by Article 19 TFEU [33] has provoked discussions on

multiple levels; primarily, the lack of SES recognition [33], and sec-

ondarily, in algorithmic discrimination through harmful patterns

that are present and do not directly relate to protected grounds

under EU law [25].

Identifying attributes that can be considered as a source of priv-

ilege requires background knowledge about what can constitute

socio-economic privilege and what is the historical impact of the

15
“necessary” and “appropriate” means that they “...must be suitable to achieve the

desired end” [57].

16
See Recital 15 of the Racial Equality Directive 2000/43/EC.
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1. Identification and mitigation of unfair discrimination  (article 10 par. 2 (f), (g))

2. Representative and ad hoc datasets (article 10 par. 3 and 4 )

3. Technical documentation maintenance (article 11)

4. Record-keeping of logs (article 12)

5. Human oversight (article 14 par. 4 (b)) 

6. Mitigation measures against (re)production of bias (article 15 par. 4) 

7. Fundamental Rights Impact Assessment & Conformity Assessment (article 27, article 43)

Detection of a high-risk AI system

Identification of risk level of the 
AI system (article 10 par. 2 (f), (g))

Figure 6: Specific provisions in the AI Act addressing AI bias

considered attribute in determining the current outcome. So, some

may rightly argue that a fully automated determination of 𝑋𝑝 may

not be possible. However, since here we are interested in fairness-

aware learning of an AI model, it can be intuitively useful if we

focus on what the AI model considers as source of privilege. One

simple strategy would be to identify an unprotected attribute which

is important in producing favourable outcome for a non-protected

demography (historically known to garner privilege), and inher-

ently with its attribute values can segregate the population into

different sections of hierarchy. We use a simple two-step process

to approximate the above-mentioned idea, given as follows:

step1: Train a predictor ℎ𝑔 (·) with a subset D𝑔 i.e., the subset of

the data D drawn only from the distribution of the non-

protected population P(𝑋,𝑔,𝑌 ).
step2: Among the subset of unprotected ordinal (𝑋𝑜 ) e.g., “Edu-

cation” [5], and numerical (𝑋𝑛) e.g., “Capital gain” [70] at-

tributes, using a feature importance method FI [28], iden-

tify the attribute𝑋𝑝 ∈ (𝑋𝑜
⋃
𝑋𝑛) that has the highest impact

on model’s predictions for the privileged population D𝑔 , i.e.,

𝑋𝑝= argmax

𝑋𝑖 ∈ (𝑋𝑜
⋃
𝑋𝑛 )

FI(ℎ (𝑋 ), 𝑋𝑖 ) . Note that the restriction of at-

tribute 𝑋𝑝 being either ordinal or nominal is a necessary

condition to quantify the hierarchy of privilege.

5.2 Determining the value of 𝑝, which top 𝑝%
privileged population to consider?

The identification of the comparators’ groups plays a vital role both

in the legal justification of the discrimination and in the implemen-

tation of the proposed fairness-aware notions. First, our approach

initiates a comprehensive statistical investigation which is used

to reveal the discrimination patterns and emphasizes the context-

specific implementation of the fairness transforming methods, aim-

ing to satisfy the goal of addressing AI bias with the ad hoc appro-

priate actions, which are considered proportionate. To align with

the definition of indirect discrimination and address it in practice,

we classify individuals into two comparator groups (“privileged”

and “underprivileged”), based on the criterion of disadvantaged SES.

Therefore, the two groups, based on sex, have been determined ac-

cording to the variables of capital-gain, work-hour-per-week,
occupation. Second, our investigation shows in Fig. 5 that if the

underprivileged group, when given certain advantages as the

privileged, can perform equally based on the related variables. To

enable this prediction, we set other two subgroups indicating the

top 𝑝% in relation to the advantage of high capital gain. The positive

prediction is based on counterfactual rationale [12], where these

females will have a higher capital gain (if we increase the attribute

value for the identified females that do not belong to the top 𝑝%). It

should be mentioned that this counterfactual reasoning lays down

a “positive action”
17

which refers to the measure that promotes

preferential treatment for disadvantaged groups [59] to eliminate,

prevent or remedy past discrimination [26]. As “positive action”

is, in general, adopted under EU law, the requirement should be

for the AI fairness metrics to include the balancing to reach the

goal of equal treatment, by not maintaining feedback loops that

can deteriorate the SES of a population group.

Third, the determination of the comparators’ groups based on

a threshold (top 5% of males and females), in the case of fairness-

aware methods, relies on a quantitative criterion. Initially, it should

be mentioned that the evidential basis of the criterion aligns with

this requirement of CJEU
18

with the aim of displaying that the

contested rule is related to any form of discrimination [36]. Apart

from clarifying the measurable nature of the predictive actions, the

focus should also be shifted to its examination of satisfying the

characteristics of “necessary” and “appropriate”. In general, for the

determination of comparators’ groups through the definition of

a threshold, it has been claimed that explicit quantitative limits

derived from the EU legal framework are absent [64], and a hypo-

thetical disadvantage is sufficient [36]. The necessity of determining

this threshold lies in the objective of identifying the privileged cate-

gory within the entire population, irrespective of protected identity.

In particular, the positive class ratio between females and males

surpasses the 80% rule only from the top 𝑝% onward. In parallel, the

positive label distribution for the group of females exceeds the 80%

17
Relevant provisions: Article 5 Directive 2000/43/EC; Article 7 Directive 2000/78/EC;

Article 6 Directive 2004/113/EC; Article 3 Directive 2006/54/EC.

18
CJEU, C-167/97, Seymour-Smith, 9 February 1999.
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rule, thereby qualifying to be considered a privileged category, from

the threshold of the top 𝑝% (as it is shown in Fig. 2), maintaining at

the same time the appropriate size of the population.

6 STANDARDIZATION FOR THE AI ACT AND
FAIRNESS MEASURES UTILIZATION

Initially, with regard to AI standards within the scope of the AI

Act, the European Committee for Standardization (CEN) and the

European Committee for Electrotechnical Standardization (CEN-

ELEC) are considered permanent members of the advisory forum

for the regulation, as specified in Article 67 of the AI Act. As the

practical application of the AI Act will rely on the development

and implementation of harmonized standards [15], in response to

request [27] by the European Commission, CEN and CENELEC

accepted to prepare a work programme of European standards and

European standardization deliverables [66]. Notably, AI conformity

assessment and risk management are included, as one of the tar-

gets (among others) of Task Group Inclusiveness, while the FRIA

is not referred in the non-binding first newsletter [66]. As part of

broader efforts to support standardization for legally and ethically

fair AI systems, the critical actions necessitate a dialogue between

the fairness-aware metrics and principles in light of the FRIA, and

the conformity assessment (as described in Sec. 5). In parallel with

the provisions of the AI Act, standardization efforts should also

consider the 2019 Ethics guidelines for trustworthy AI [17] along

with the Assessment List for Trustworthy AI [18], as the Guidelines

are recalled in Recital 27 of the AI Act into the risk-based approach

of the regulation.

Interference between fairness-aware machine learning mea-
sures and the assessments provided by the AI Act: During the
conformity assessment process, several requirements must be ex-

amined, as illustrated in Fig. 6. In particular, there is a strong inter-

ference between the technical measures for ensuring AI fairness

and the identification and mitigation of unfair discrimination in

high-risk AI systems [Article 10(2)(f),(g)] in order to achieve the

aims of the regulation. The detection of AI bias can be identified

through technical measures that examine AI fairness, which also

according to Article 9(5) of the AI Act can guide the design and

development of the AI system to prevent or, where prevention is

not possible, mitigate relevant risks [50]. The accountability of AI

system providers should be placed at the forefront, supported by

essential documentation, justifications regarding the process, and

the technical solutions that must accompany this assessment to

demonstrate practical compliance.

With regards to the FRIA, the risk assessment requirements [of

Article 27(1)(a)-(f)] could play a vital role in technical metrics that

address bias in the context of high-risk systems, as their implemen-

tation can help to evaluate, justify and measure under subpar. (d)

“the specific risks of harm likely to have an impact on the categories of
natural persons or groups of persons...” under statistical measurable

criteria. As the FRIAs are expected to be implemented as context-

based assessments [50], we would like to highlight the relevance

of this condition, which can thus integrate specialized AI fairness

metrics designed for individual contexts into the determination of

explicit measures and attributes, as well as the setting of acceptable

thresholds. More specifically, in terms of identifying/measuring

discriminatory risks under the assessment, the establishment of

criteria based on the AI fairness metrics can contribute to evaluat-

ing the discriminatory risks that AI bias may pose to individuals.

In particular, this can be achieved through the analysis of proxies,

enabling the exploration of protected grounds and examination of

important correlations that lead to discriminatory risks. Moreover,

an additional element of the FRIA that could ultimately involve AI

fairness metrics and solutions refers to Article 27(1)(f) and espe-

cially on “the measures to be taken in the case of the materialization
of those risks, including the arrangements for internal governance and
complaint mechanisms.” The implementation of technical solutions

(in this case of the proposed method, concerning SES) could serve

as a means to address the issue by reconfiguring AI bias in this

area, and thus mitigate risks (under the FRIA) when an AI system

exhibits risks related to the presence of discrimination. In parallel,

the integration of specific AI fairness technical algorithmic solu-

tions can contribute to enhancing a comprehensive management

plan aimed at ensuring compliance, during the phase of addressing

and responding to the potentially discriminatory outcomes derived

from this assessment.

7 CONCLUSIONS, LIMITATIONS, AND
FUTURE DIRECTIONS

In this work, we introduced Socio-Economic Parity (SEP), a novel

AI fairness notion, alongside Conditional Socio-Economic Parity

(CSEP), to address SES-driven disparities in AI systems, under the

prism of the EU AI Act. This interdisciplinary study aims to bridge

legal science and ML and highlight aspects that require further

attention and exploration. Our empirical evaluation using Adult

demonstrates that CSEP effectively rewards high-effort underprivi-

leged protected groups while maintaining comparable error rates

across the broader underprivileged female population, and account-

ing for equity across the conditional attribute categories. Despite

these promising results, further investigation is required to address

remaining limitations and ensure real-world applicability:

• Scope of evaluation The empirical evaluation is currently

limited to Adult, a commonly used benchmark in fairness

research. Future work should test the proposed framework

on additional datasets representing diverse fairness scenarios

to ensure its generalizability across different contexts.

• Context-specificity The proposed framework relies on context-

specific definitions and proxies for socio-economic status

(e.g., capital gain) and individual effort (e.g., working hours).

These were chosen to illustrate the underlying concepts,

however, such definitions and proxies should generally be

tailored to the specific problem or domain.

• Computational overhead Additional constraints introduced

in the notion increases the training computation, and might

need relaxation of tolerance threshold 𝜖 for convergence.

Despite these limitations, the framework offers a strong foun-
dation for addressing financial exclusion through the explo-
ration of (un)privileged groups. The critical balance achieved by

SEP relies on measurable evidence provided by the model, enhanc-

ing transparency and supported by comprehensive legal explana-

tions for all decisions. In particular, the introduction of comparators’

groups through the concept of indirect discrimination provides an
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effective tool for identifying and addressing inequalities between

privileged and underprivileged groups within the SES. Empirically,

our experiments show that applying an SEP-driven fairness con-

straint can reward high-effort underprivileged subgroups while

maintaining comparable error rates across the broader population,

underscoring SEP’s potential to narrow socioeconomic gaps in

machine-learning applications without sacrificing performance.

Through our legal analysis, we also emphasized the importance

of strengthening SES within the EU AI Act. The rapid develop-

ment of the AI sector, highlights the need to refine SES-related

evaluations, given its current status as a non-protected ground un-

der EU law. Enhanced SES protection can be reinforced through AI

Act assessments, especially considering discrimination risks.

A vital next step involves leveraging statistical data from soci-

ological and economic studies focused on SES-specific contexts,

which can further solidify SES-aware decisions in AI frameworks.

We hope this work will inspire further studies on the role of SES in

fairness-aware machine learning.
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